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Preface

The first conference Data Science, Statistics & Visualisation (DSSV 2017) is held at
Instituto Superior Técnico in Lisbon, Portugal, from the 12th to the 14th of July 2017.
It is a satellite meeting of the 61st World Statistics Congress, and is organized under
the auspices of the International Association for Statistical Computing.

DSSV 2017 brings together researchers and practitioners in the interplay between
computer science, statistics, and visualisation. The conference creates a forum for
discussing emerging ideas and recent progress in these diverse disciplines. Our aim
is to promote greater cooperation and to build lasting bridges between those fields.

DSSV 2017 features keynote addresses by Trevor Hastie (Stanford University, USA)
and Daniel Keim (University of Konstanz, Germany), as well as invited lectures by
Mário Figueiredo (Instituto Superior Técnico, Portugal), André F.T. Martins (Unbabel,
Portugal), Peter Rousseeuw (University of Leuven, Belgium), Stephanie Sapp (Google
Inc., USA), and Myra Spiliopoulou (University of Magdeburg, Germany). The confer-
ence also includes four invited topic sessions in collaboration with the Bernoulli
Society, the European Association for Data Science, the International Society for
Business and Industrial Statistics, and the Portuguese Statistical Society.

This book contains the scientific programme for DSSV 2017 and the abstracts for all
the presentations made at the conference. For ease of reference, the abstracts are
arranged according to their order in the programme.

We, the local organizers, wish to express our gratitude to all the people and insti-
tutions who made DSSV 2017 possible. We are grateful for the generous support
provided by the conference’s sponsors, in particular to Instituto Superior Técnico
at the University of Lisbon. Special thanks go to the scientific committee and to
the keynote and invited speakers. Finally, we thank each and every participant for
making DSSV 2017 such a vibrant and wonderful conference.

Lisbon, July 2017
M. Rosário Oliveira

Alexandre Francisco
Conceição Amado
Francisco Santos

Manuela Souto de Miranda
Patrícia Figueiredo

Ricardo Andrade
Sofia Naique
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Overview of the Programme

Wednesday, 12 July 2017

8:15–9:00 Registration

9:00–9:30 Opening Ceremony

9:30–10:30 Keynote: Trevor Hastie, Statistical Learning with Sparsity

10:30–11:00 Coffee Break

11:00–12:20 Contributed Paper Sessions I

12:20–14:00 Lunch Break

14:00–15:30 Invited Topic Sessions I

15:30–15:45 Coffee Break

15:45–16:45 Contributed Paper Sessions II

16:45–17:00 Coffee Break

17:00–18:00 Contributed Paper Sessions III

18:30–20:00 Welcome Reception
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Thursday, 13 July 2017

9:00–9:45 André Martins, From Softmax to Sparsemax

9:45–10:30 Myra Spiliopoulou, Learning on Timestamped Medical Data

10:30–11:00 Coffee Break

11:00–12:20 Contributed Paper Sessions IV

12:20–14:00 Lunch Break

14:00–15:30 Invited Topic Sessions II

15:30–15:45 Coffee Break

15:45–17:05 Contributed Paper Sessions V

17:05–17:20 Coffee Break

17:20–18:40 Poster Session

20:30– Conference Dinner

Friday, 14 July 2017

9:00–9:45 Mário Figueiredo, Selection and Clustering of Correlated Variables

9:45–10:30 Peter Rousseeuw, Detecting Anomalous Data Cells

10:30–11:00 Coffee Break

11:00–11:45 Stephanie Sapp, Performance of Marketing Attribution Models

11:45–12:45 Keynote: Daniel Keim, The Role of Visualization in Data Science

12:45–13:00 Closing Ceremony
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Conference Programme

Wednesday, 12 July 2017

8:15–9:00 Registration

9:00–9:30 Opening Ceremony

9:30–10:30 Keynote Lecture: Trevor Hastie

Statistical Learning with Sparsity

10:30–11:00 Coffee Break

11:00–12:20 Contributed Paper Sessions I

Robust Statistics I

Room: EA2

Biomedics

Room: EA3

Clustering

Room: EA4

12:20–14:00 Lunch Break

14:00–15:30 Invited Topic Sessions I

Classification and
Network Modelling

Room: EA2

Statistical Learning
in Data Science

Room: EA4

15:30–15:45 Coffee Break

15:45–16:45 Contributed Paper Sessions II

Robust Statistics II

Room: EA2

Regression
and Beyond

Room: EA3

Tools for
Data Analytics

Room: EA4

16:45–17:00 Coffee Break

17:00–18:00 Contributed Paper Sessions III

Applications I

Room: EA2

Big Data Platforms

Room: EA4

18:30–20:00 Welcome Reception
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Thursday, 13 July 2017

9:00–9:45 Invited Lecture: André Martins

From Softmax to Sparsemax:
A Sparse Model of Attention and Multi-Label Classification

9:45–10:30 Invited Lecture: Myra Spiliopoulou

Learning on Timestamped Medical Data

10:30–11:00 Coffee Break

11:00–12:20 Contributed Paper Sessions IV

Methods for
Data Science

Room: EA2

Time and Space

Room: EA3

Visualization I

Room: EA4

12:20–14:00 Lunch Break

14:00–15:30 Invited Topic Sessions II

Visualization and
Analysis of Modern Data

Room: EA2

ISBIS Session

Room: EA4

15:30–15:45 Coffee Break

15:45–17:05 Contributed Paper Sessions V

Applications II

Room: EA2

Inference

Room: EA3

Visualization II

Room: EA4

17:05–17:20 Coffee Break

17:20–18:40 Poster Session

20:30– Conference Dinner
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Friday, 14 July 2017

9:00–9:45 Invited Lecture: Mário Figueiredo

Selection and Clustering of Correlated Variables

9:45–10:30 Invited Lecture: Peter Rousseeuw

Detecting Anomalous Data Cells

10:30–11:00 Coffee Break

11:00–11:45 Invited Lecture: Stephanie Sapp

Performance of Marketing Attribution Models

11:45–12:45 Keynote Lecture: Daniel Keim

The Role of Visualization in Data Science

12:45–13:00 Closing Ceremony
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Sessions and Presentations

The programme for DSSV 2017 comprises individual lectures, parallel sessions,
and a poster session. The individual lectures, comprising the keynote and invited
addresses, all take place in the Abreu Faro auditoriumwhich is located in the building
“Complexo Interdisciplinar”. The parallel sessions take place in rooms EA2, EA3, EA4
located in the North Tower (“Torre Norte”). The poster session is also in the North
Tower.

The keynote addresses by Trevor Hastie and Daniel Keim respectively begin and end
the conference. There are also invited lectures by Mário Figueiredo, André Martins,
Peter Rousseeuw, Stephanie Sapp, and Myra Spiliopoulou. These lectures all occur
in the Abreu Faro auditorium at “Complexo Interdisciplinar”.

There are four invited topic sessions, each of which features lectures by three in-
vited speakers. These four sessions result from collaborations with the European
Association for Data Science, the Portuguese Statistical Society, the Bernoulli Soci-
ety for Mathematical Statistics and Probability, and the International Society for
Business and Industrial Statistics.

Finally, the conference programme includes 14 contributed paper sessions as well
as a poster session. Together with the invited topic sessions, they all take place in
the North Tower at Instituto Superior Técnico.

We now list the sessions and presentations making up the scientific programme for
DSSV 2017, sorted by time. Each session shows the name of the chairperson, the
room, and the time, followed by the presentations in that session. Each presentation
is identified with the title and with the authors of the corresponding abstract; the
speaker is highlighted in bold.
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Wednesday, 12 July 2017

Keynote Lecture Session 9:30–10:30

Chair: Patrick Groenen, Room: Abreu Faro Wednesday 12th

Abstract on page 25

T. Hastie
Statistical learning with sparsity

Coffee Break: 10:30–11:00

Robust Statistics I 11:00–12:20

Chair: Peter Filzmoser, Room: EA2 Wednesday 12th

Contributed paper session, Abstracts on pages 25–28

P.J. Rousseeuw, J. Raymaekers, M. Hubert
A measure of directional outlyingness with applications to image data and video
11:00–11:20

Y. Wang, S. Van Aelst
Sparse principal component analysis based on least trimmed squares
11:20–11:40

H. Cevallos Valdiviezo, S. Van Aelst, M. Salibian-Barrera
Least trimmed squares estimators for functional principal component analysis
11:40–12:00

M. Debruyne, S. Höppner, S. Serneels, T. Verdonck
On sparse directions of maximal outlyingness
12:00–12:20

Biomedics 11:00–12:20

Chair: Wing Kam Fung, Room: EA3 Wednesday 12th

Contributed paper session, Abstracts on pages 28–31

M.B. Lopes, A. Veríssimo, E. Carrasquinha, S. Vinga
Consensus outlier detection in triple-negative breast cancer gene expression data
11:00–11:20
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C. Arenas, I. Irigoien
Detection of differentially expressed genes by means of outlier detection
11:20–11:40

R. van den Berg, L. De Mot, G. Leroux-Roels, V. Bechtold, F. Clément, M. Coccia,
E. Jongert, T.G. Evans, P. Gillard, R. van der Most
Transcriptional profiling of response to the candidate tuberculosis vaccine M72/AS01E for
trial sampling time-point selection
11:40–12:00

A.H. Tavares, V. Afreixo, P. Brito
Clustering DNA words through distance distributions
12:00–12:20

Clustering 11:00–12:20

Chair: Ron Wehrens, Room: EA4 Wednesday 12th

Contributed paper session, Abstracts on pages 32–34

N. Bozkus
Lifting and clustering
11:00–11:20

S. Lubbe
Visualisations associated with bootstrapping cluster analysis
11:20–11:40

N.C. Chung
Evaluation of membership reliability in 𝐾-means clusters
11:40–12:00

R. Wehrens, J. Kruisselbrink
Data fusion with self-organising maps
12:00–12:20

Lunch Break: 12:20–14:00

10



Classification and Network Modelling 14:00–15:30

Chair: Berthold Lausen, Room: EA2 Wednesday 12th

Invited topic session in collaboration with the European Association for Data Science

Abstracts on pages 35–36

B. Lausen
Ensemble classification
14:00–14:30

I. Gollini
Latent variable modelling of interdependent ego-networks
14:30–15:00

A. Caimo
Improving the efficiency of Bayesian computation for network models
15:00–15:30

Statistical Learning in Data Science 14:00–15:30

Chair: Paula Brito, Room: EA4 Wednesday 12th

Invited topic session in collaboration with the Portuguese Statistical Society

Abstracts on pages 36–38

M.G.M.S. Cardoso
On clustering validation: the internal perspective
14:00–14:30

P.P. Rodrigues
Controversies in health data science
14:30–15:00

L. Torgo
Data pre-processing methods for forecasting with spatio-temporal data
15:00–15:30

Coffee Break: 15:30–15:45

Robust Statistics II 15:45–16:45

Chair: Klaus Nordhausen, Room: EA2 Wednesday 12th

Contributed paper session, Abstracts on pages 38–40

P. Segaert, S. Van Aelst, T. Verdonck
Robust joint modelling of mean and dispersion for the GLM framework
15:45–16:05
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A. Kharin, E. Vecherko
Performance and robustness in statistical testing of hypotheses for data with Markov depen-
dencies
16:05–16:25

R. Crevits, C. Croux
Forecasting with robust exponential smoothing with trend and seasonality
16:25–16:45

Regression and Beyond 15:45–16:45

Chair: Mário Figueiredo, Room: EA3 Wednesday 12th

Contributed paper session, Abstracts on pages 41–42

P. Macedo, J.P. Cruz
Entropy in high-dimensional variable selection
15:45–16:05

J. Wagner, R. Münnich
Regularized B-spline regression for high-dimensional scattered data
16:05–16:25

M.C. Costa, P. Macedo
Contributions to the analysis of inhomogeneous large-scale data using maximum entropy
16:25–16:45

Tools for Data Analytics 15:45–16:45

Chair: Paulo C. Rodrigues, Room: EA4 Wednesday 12th

Contributed paper session, Abstracts on pages 43–45

T. Savage, C. Hansen, A. Seyb
Providing analysts the tools they need within a modern national statistics office
15:45–16:05

M. Rupp, R. Münnich
A flexible optimization tool for multivariate optimal allocation problems under high-dimen-
sional data
16:05–16:25

V. Ardelean
Data analysis with contaminated data
16:25–16:45
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Coffee Break: 16:45–17:00

Applications I 17:00–18:00

Chair: Pieter Segaert, Room: EA2 Wednesday 12th

Contributed paper session, Abstracts on pages 45–47

J.L. de Miranda,M. Casquilho
Computing over the Internet applied to data visualization: an illustrative example in geometry
17:00–17:20

J.M. Sanchez-Gomez, M.A. Vega-Rodriguez, C.J. Perez Sanchez, F. Calle-Alonso
Using word clouds as an e-learning analytics tool based on data visualization and statistics
17:20–17:40

D. Alptekin
Economic growth and tourism in Turkey: Hsiao’s Granger causality analysis
17:40–18:00

Big Data Platforms 17:00–18:00

Chair: Klaus Nordhausen, Room: EA4 Wednesday 12th

Contributed paper session, Abstracts on pages 48–49

R.M. Silva, L. Sampaio, P. Calado, M.J. Silva, A. Delgado
Matching administrative data for census purposes
17:00–17:20

E.J. Harner, M. Lilback, W. Foreman
Rspark: running R and Spark in Docker containers
17:20–17:40

L. Borke, S. Bykovskaya
BitQuery – a GitHub API driven and D3 based search engine for open source repositories
17:40–18:00
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Thursday, 13 July 2017

Invited Lecture Session 9:00–10:30

Chair: Berthold Lausen, Room: Abreu Faro Thursday 13th

Abstracts on page 51

A.F.T. Martins
From softmax to sparsemax: a sparse model of attention and multi-label classification
9:00–9:45

M. Spiliopoulou
Learning on timestamped medical data
9:45–10:30

Coffee Break: 10:30–11:00

Methods for Data Science 11:00–12:00

Chair: Patrick Groenen, Room: EA2 Thursday 13th

Contributed paper session, Abstracts on pages 52–53

S. Zhang, H.-S. Chen
More powerful test procedures for multiple hypothesis testing
11:00–11:20

E. Stoimenova
Incomplete ranking
11:20–11:40

E. Macedo, A. Freitas, M. Vichi
Clustering and disjoint principal component analysis: an empirical comparison of two ap-
proaches
11:40–12:00

15



Time and Space 11:00–12:20

Chair: Myra Spiliopoulou, Room: EA3 Thursday 13th

Contributed paper session, Abstracts on pages 54–57

P. Otto
Estimation, simulation, and visualization of spatial and spatiotemporal autoregressive condi-
tional heteroscedasticity
11:00–11:20

M.H. Gonçalves, M.S. Cabral
Performance of statistical approaches to model binary responses in longitudinal studies
11:20–11:40

B. Alptekin, C.H. Aladag
Air pollution forecasting with time series neural network models
11:40–12:00

C.S. Santos, I. Pereira, M.G. Scotto
Periodic multivariate INAR processes
12:00–12:20

Visualization I 11:00–12:20

Chair: Sugnet Lubbe, Room: EA4 Thursday 13th

Contributed paper session, Abstracts on pages 57–59

J. Rougier, A. Zammit-Mangion
Visualization for large-scale Gaussian updates
11:00–11:20

C. Bors, M. Bögl, T. Gschwandtner, S. Miksch
Visual support for rastering of unequally spaced time series
11:20–11:40

J.E. Lee, S. Ahn, D.-H. Jang
Visualization of three-dimensional data with virtual reality
11:40–12:00

M. Gallo, V. Todorov, M.A. Di Palma
R visual tools for three-way data analysis
12:00–12:20

16



Lunch Break: 12:20–14:00

Visualization and Analysis of Modern Data 14:00–15:30

Chair: Po-Ling Loh, Room: EA2 Thursday 13th

Invited topic session in collaboration with the Bernoulli Society

Abstracts on pages 60–61

J.P. Long
Mapping the Milky Way halo: modeling and classification of sparsely sampled vector-valued
functions
14:00–14:30

Y. Benjamini
Summarizing linearized prediction models along feature groups
14:30–15:00

T.H. McCormick
Using aggregated relational data to feasibly identify network structure without network data
15:00–15:30

ISBIS Session 14:00–15:30

Chair: David Banks, Room: EA4 Thursday 13th

Invited topic session in collaboration with the International Society for Business and Industrial Statistics

Abstracts on pages 62–63

D. Banks
Statistical issues with agent-based models
14:00–14:30

T.A. Oliveira, A. Oliveira
Balanced incomplete block designs: some applications and visualization
14:30–15:00

P.C. Rodrigues, P. Tuy, R. Mahmoudvand
Randomized singular spectrum analysis for long time series
15:00–15:30

Coffee Break: 15:30–15:45

17



Applications II 15:45–16:45

Chair: Paula Brito, Room: EA2 Thursday 13th

Contributed paper session, Abstracts on pages 63–65

F.G. Akgül, B. Şenogl̆u
Alternative distributions to Weibull for modeling the wind speed data in wind energy analysis
15:45–16:05

Á.S.T. Sousa, M.G.C. Batista, O.L. Silva, M.C. Medeiros, H. Bacelar-Nicolau
Hierarchical cluster analysis in the context of performance evaluation: from classical to
complex data
16:05–16:25

P. Brito, M.G.M.S. Cardoso, A.P. Duarte Silva
Building a map of Europe based on citizens’ values: an interval data approach
16:25–16:45

Inference 15:45–16:45

Chair: Peter Rousseeuw, Room: EA3 Thursday 13th

Contributed paper session, Abstracts on pages 66–68

T. Arslan, S. Acitas, B. Şenoğlu
Estimating the location and scale parameters of the Maxwell distribution
15:45–16:05

L. Qu
Copula density estimation by Lagrange interpolation at the Padua points
16:05–16:25

D. Kushary
Estimation of percentile of marginal distribution of order statistic with real life application
16:25–16:45

Visualization II 15:45–17:05

Chair: Niel Le Roux, Room: EA4 Thursday 13th

Contributed paper session, Abstracts on pages 68–70

J. Nienkemper-Swanepoel, S. Gardner-Lubbe, N.J. Le Roux
The virtues and pitfalls of the visualisation of incomplete categorical data
15:45–16:05

18



A. de Falguerolles
Is Arthur Batut’s geometric experiment a convincing argument in favor of Francis Galton’s
generic images?
16:05–16:25

V.O. Choulakian
Visualization of sparse two-way contingency tables
16:25–16:45

A. Alexandrino da Silva
Cyclical history theory in data visualization: using a four-quadrant display to see history
repeating itself
16:45–17:05

Coffee Break: 17:05–17:20

Poster Session 17:20–18:40

Location: North Tower, first floor Thursday 13th

Abstracts on pages 71–81

D. Montaña, Y. Campos-Roca, C.J. Perez
Early detection of Parkinson’s disease by considering acoustic features of plosive consonants

N.S. Ribeiro, J.O. Folgado, H.C. Rodrigues
Surrogate-based visualization of the influence of geometric design on the performance of a
coronary stent

V.M. Lourenço, P.C. Rodrigues, A.M. Pires, H.-P. Piepho
A robust DF-REML framework for variance components estimation in genetic studies

N. Krautenbacher, F.J. Theis, C. Fuchs
A correction approach for random forest under sample selection bias

R. Gorter, E. Geuze
Measuring trends in depression symptoms in Dutch veterans from before, until five years
after deployment

J. Pinto, S. Nunes, M. Bianciardi, L.M. Silveira, L.L. Wald, P. Figueiredo
Cluster-based lag optimization of physiological noise models in high-field resting-state fMRI
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M.C. Botelho, E. Vilar, E. Cardoso, A. Alexandrino da Silva, P.D. Almeida, L. Ro-
drigues, A.P. Martinho, S. Rodrigues
Information visualisation quadrant display: a synergistic approach to a postgraduate program

J.R. da Cruz, M.H. Herzog, P. Figueiredo
An automatic pre-processing pipeline for EEG analysis based on robust statistics

D.M. Garvis
Adaptive learning and learning science in a first course in university statistics

J. Korzeniewski
A novel technique of symbolic time series representation aimed at time series clustering

A.C. Finamore, A. Moura Santos, A. Pacheco
Introducing formative assessment in probability and statistics course – analysis of the first
data

20



Friday, 14 July 2017

Invited Lecture Session 9:00–10:30

Chair: Christophe Croux, Room: Abreu Faro Friday 14th

Abstracts on page 83

M.A.T. Figueiredo
Selection and clustering of correlated variables
9:00–9:45

P.J. Rousseeuw, W. Van den Bossche
Detecting anomalous data cells
9:45–10:30

Coffee Break: 10:30–11:00

Invited Lecture Session 11:00–11:45

Chair: Peter Filzmoser, Room: Abreu Faro Friday 14th

Abstract on page 84

S. Sapp
Performance of marketing attribution models

Keynote Lecture Session 11:45–12:45

Chair: Peter Filzmoser, Room: Abreu Faro Friday 14th

Abstract on page 85

D.A. Keim
The role of visualization in data science

21





Abstracts

We now come to the main content of this book. Following are the abstracts for all
the presentations given at the conference DSSV 2017.

This section is divided into three parts, one for each day of the conference. For ease
of reference, the abstracts are ordered by the time of their presentation. Moreover,
each abstract displays the session in which it was presented as well as the room, the
time, and the day of the presentation. The speaker is highlighted in bold among the
list of authors.
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Wednesday, 12 July 2017

Statistical learning with sparsity

T. Hastie

Stanford University

Keynote Lecture Session, Room: Abreu Faro Wednesday 12th, 9:30–10:30

In a statistical world faced with an explosion of data, regularization has become
an important ingredient. In many problems, we have many more variables than
observations, and the lasso penalty and its hybrids have become increasingly useful.
This talk presents a general framework for fitting large scale regularization paths for
a variety of problems. We describe the approach, and demonstrate it via examples
using our R package GLMNET [1, 3]. We then outline a series of related problems
using extensions of these ideas [2].

Joint work with Jerome Friedman, Rob Tibshirani and students, past and present.

Keywords: wide data, regularization, variable selection.

References

[1] J. Friedman, T. Hastie, and R. Tibshirani (2010). Regularization paths for gener-
alized linear models via coordinate descent. Journal of Statistical Software, 33(1),
1–22.

[2] T. Hastie, R. Tibshirani, andM.Wainwright (2015). Statistical Learning with Sparsity:
The Lasso and Generalizations. Chapman and Hall, CRC Press.

[3] R. Tibshirani, J. Bien, J. Friedman, T. Hastie, N. Simon, J. Taylor, and R. Tibshirani
(2012). Strong rules for discarding predictors in lasso-type problems. J. Royal
Statistical Society B, 74.

A measure of directional outlyingness with applications to image data
and video

P.J. Rousseeuwa, J. Raymaekersa, M. Huberta

aKU Leuven, Belgium

Session: Robust Statistics I, Room: EA2 Wednesday 12th, 11:00–11:20

Images and video can be considered as functional data with a bivariate domain,
where the data per grid point can be univariate (e.g. grayscale values) or multivariate
(e.g. red, green, and blue intensities). This often yields large datasets in which
outliers may occur that can distort the analysis.

At each grid point, we propose to compute a fast measure of outlyingness which
accounts for skewness in the data. It can be used for univariate data and, by means of

25



projection pursuit, for multivariate data. The influence function of this outlyingness
measure is computed as well as its implosion and explosion bias. We also construct a
cutoff value for the outlyingness. Heat maps of the outlyingness indicate the regions
in which an image deviates most from the majority of images.

The performance of the method is illustrated on real data. One example consists
of MRI images augmented with their gradients. We also show an example of video
surveillance data where we compare the exact method with faster approximations.

Keywords: outlyingness, functional data, robustness.

References

[1] P.J. Rousseeuw, J. Raymaekers, and M. Hubert (2016). A measure of directional
outlyingness with applications to image data and video. arXiv:1608.05012

[2] M. Hubert, P.J. Rousseeuw, and P. Segaert (2015). Multivariate functional outlier
detection. Statistical Methods & Applications, 24, 177–202.

Sparse principal component analysis based on least trimmed squares

Y. Wanga, S. Van Aelsta

aDepartment of Mathematics, KU Leuven

Session: Robust Statistics I, Room: EA2 Wednesday 12th, 11:20–11:40

Principal Component Analysis (PCA) is an important tool for dimensional reduction.
It searches for a set of linear combinations of the original variables, called Principal
Components (PCs), that retain most of the covariance structure of the data set. There
are two major disadvantages of the classical PCA method. First, it cannot produce
sparse loading vectors. Therefore, the resulting PCs are often hard to interpret,
especially in high-dimensional settings. Second, classical PCA is not resistant to
outlying observations. To address these issues, two robust and sparse PCA methods,
RSPCA [1] and ROSPCA [2], have been proposed. Despite their success in detecting
the outliers and generating accurate sparse loadings, both methods are extensions
of SCoTLASS [3] and so inherit its computational inefficiency. In this work, we
proposed a fast sparse and robust PCAmethod. The newmethod is calledMultivariate
Least Trimmed Squares Sparse PCA (MLTS-SPCA), which uses the least trimmed
squares loss function to evaluate the low rank approximation of the data matrix
and incorporates a sparsity constraint as well. The PCs are searched sequentially
using the deflation method [4]. The problem is solved by a modified Truncated
Power method [5]. Simulation studies and real data analysis show that MLTS-SPCA
can produce accurate estimation of the sparse loading vectors on both clean and
contaminated datasets. Moreover, unlike RSPCA and ROSPCA, the LTS-SPCA solution
for data sets with thousands of variables can be calculated within just a few minutes
in R, including the selection of the sparsity control parameter.

Keywords: robust sparse PCA, least trimmed squares, truncated power method.
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Classical functional principal component analysis can yield erroneous approxima-
tions in presence of outliers. To reduce the influence of atypical data we propose two
methods based on trimming: a multivariate least trimmed squares (LTS) estimator
and its coordinatewise variant. The multivariate LTS minimizes the multivariate
scale corresponding to ℎ-subsets of curves while the coordinatewise version uses
univariate LTS scale estimators. Consider a general setup in which observations
are realizations of a random element on a separable Hilbert space ℋ. For a fixed
dimension 𝑞, we aim to robustly estimate the 𝑞-dimensional linear space inℋ that
gives the best approximation to the functional data. Our estimators use smoothing
to first represent irregularly spaced curves in a high-dimensional space and then
calculate the LTS solution on these multivariate data. The solution is subsequently
mapped back ontoℋ. Poorly fitted observations can therefore be flagged as outliers.
Simulations and real data applications show that our estimators yield competitive
results when compared to existing methods when a minority of observations is con-
taminated. When a majority of the curves is contaminated at some positions along
its trajectory, coordinatewise methods like coordinatewise LTS are preferred over
multivariate LTS and other multivariate methods which break down in this case.

Keywords: functional data analysis, outliers, principal components, robust methods.
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Nowadays, many robust statistical methods are available to detect outliers in mul-
tivariate data, both in high and low dimensions, e.g. robust covariance estimators
such as MCD and robust PCA methods. Once an observation has been flagged as an
outlier, it can be interesting to know which variables contribute most to its outly-
ingness. In practice, it is perfectly reasonable that an outlying observation deviates
from the majority of the data points only in a few variables. Obviously, finding this
subset of variables would be of high practical interest. Instead of downweighting the
outlier in further analysis, we could then set the cells in the data set corresponding
to these variables to missing, and hence the good part of the outlier can still be
fully used. Therefore, consider the following problem: given a multivariate data set
𝑋 and the fact that observation 𝑥𝑖 is an outlier with large outlyingness, find the
subset of variables contributing most to the outlyingness of 𝑥𝑖. This problem is akin
to variable selection, with the objective of determining those variables contributing
most to outlyingness instead of to predictive power.

A simple idea to find relevant variables is to check the univariate direction in which
the observation ismost outlying. The problemof estimating this direction ofmaximal
outlyingness can be rewritten as the normed solution of a classical least squares
regression problem. We propose to compute regularized directions of maximal
outlyingness by sparse Partial Least Squares (PLS) regression, preferably by the fast
SNIPLS algorithm.

Keywords: outlier, variable selection, partial least squares.
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Triple-Negative Breast Cancer (TNBC) is the most heterogeneous group of breast
cancers, with significantly shorter survival times. It is characterized by the lack
of expression of estrogen (ER), progesterone (PR) and human epidermal growth
factor 2 (HER2) receptors [1]. Endocrine and HER2-targeted therapies therefore
fail, which fosters the need for new biomarkers and druggable targets for effective
clinical management. Identifying outliers when predicting the cancer type based on
genomic data is crucial in the context of precision medicine, as these observations
might bias a correct understanding of the cancer and precipitate treatment failure.
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The Rank Product (RP) test provides a consensus approach given different model-
based observation rankings regarding a deviance measure, e.g. Cook’s distance. The
RP has been successfully used to detect differentially regulated genes in replicated
microarray experiments [2] and for the meta-analysis of transcriptomic studies [3].

In this work we measure the outlierness of 1019 patients (TNBC and non-TNBC)
by logistic regression based on RNA-Seq data (19688 covariates) from The Cancer
Genome Atlas (TCGA). Since variable selection in high-dimensional data is a key
step before outlier detection, three data reduction strategies were evaluated: i)
Elastic net regularization; ii) Partial Least Squares - Discriminant Analysis (PLS-
DA); and iii) sparse PLS-DA. The RP test was able to identify 21 observations that
were systematically classified as influential (potential outliers), independently of
the model chosen, from which 7 were previously marked as suspect cases regarding
their labeling. These results represent a valuable insight towards precision medicine
and for the development of clinical decision support systems in oncology.

Keywords: triple-negative breast cancer, outlier detection, dimensionality reduc-
tion.
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Let 𝑋𝑔 and 𝑌𝑔 be the random variables representing the expression level of gene 𝑔
in tissues 𝐴 and 𝐵, respectively (𝑔 = 1,… , 𝐺). A gene 𝑔 is not important if 𝐹−1𝑋𝑔

(𝑝) =
𝐹−1𝑌𝑔

(𝑝) where 𝐹 is the cumulative distribution function and 𝑝 ∈ [0, 1]. Otherwise,

the gene 𝑔 is differently expressed or important. The proposed approach focuses
on estimating quantiles and their differences among samples: 𝑉𝑝 = �̂�−1𝑋𝑔

(𝑝) − �̂�−1𝑌𝑔
(𝑝),

𝑝 ∈ 𝐶𝑝 where 𝐶𝑝 is a set of probabilities. For instance, 𝐶𝑝 = { 0.25, 0.5, 0.75 } is
adequate for small sample sizes. Broadly speaking, the matrix V = (𝑉𝑔𝑝) with
𝑔 = 1,… , 𝐺 and 𝑝 ∈ 𝐶𝑝 must contain small values corresponding to the majority of
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non-important genes. Some of them should show a different behaviour, the most
differently expressed genes being outliers inV. To identify differentially expressed
genes, the approach employs two main steps. In the first step, a robust index of
outlyingness [1] is computed and, based on permuted samples, non-important genes
are discarded at (1 − 𝛼)100% confidence-level. The remaining genes are suspected
of being important. In the second step, the so-called suspicious genes and the
corresponding permuted samples are mingled so that for each suspicious gene a
10-Nearest Neighbourhood is analysed. This way, a measure of “False Positiveness in
Neighbourhood” (FPN) is computed. Finally, among the suspicious genes those with
high value of outlyingness along with low value of FPN are reported as important.
Simulation studies showed that the proposed procedure is able to discriminate
differently expressed genes in several scenarios. We also analysed real data and we
got competitive results compared to the results obtained with other well-known
methods in this field, such as SAM [2] and eBayes [3].

Keywords: differentially expressed genes, outlier.
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The M72/AS01E candidate tuberculosis vaccine is intended to address the unmet
medical need in TB endemic countries and is currently being evaluated in a Phase
II efficacy study in Africa (TB-018/NCT01755598). An ancillary study (C-041-972/
NCT02097095), sponsored by Aeras, is planned for transcriptomics analysis.

The analysis presented here was used to guide time-point selection for the transcrip-
tomics study. We chose to investigate, in transcriptomics data from another clinical

30



study (TB019/NCT1669096), the behavior of a gene signature associated with protec-
tion in a controlled human malaria infection study (RTS,S/AS01 vaccine candidate).
We indeed hypothesized that this signature would allow us to identify time-points
displaying potentially biologically meaningful variation in a vaccine with the same
adjuvant, even though protection mechanisms may differ between TB and malaria.

The statistical challenges were to (i) identify clusters of subjects that would present
similar biological variation as protected and non-protected subjects from themalaria
study (protection status is unknown in the TB study), (ii) validate the findings to
control for the bias induced by searching for specific signatures. After signature-
driven group assignment and statistical validation using a resampling approach
and Monte Carlo simulations, we were able to show the presence of the signature
at specific time-points after vaccination in TB019/NCT1669096. The optimal time-
points, as defined by the capacity of the signature to reveal response variation,
included day 7 post dose 2, which was selected for the ancillary transcriptomics
study (C-041-972/NCT02097095).
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Functional data appear in several domains of science, for example, in biomedical,
meteorologic or engineering studies. A functional observation can exhibit an atypical
behaviour during a short or a large part of the domain and this may be due to
magnitude or to shape features. Over the last ten years many outlier detection
methods have been proposed. In this work we use the functional data framework to
investigate the existence of DNA words with outlying distance distribution, which
may be related with biological motifs.

A DNA word is a sequence defined in the genome alphabet {ACGT}. Distances be-
tween successive occurrences of the same word allow defining the inter-word distance
distribution, interpretable as a discrete function. Each word length 𝑘 is associated
with a functional dataset formed by 4𝑘 distance distributions. As the word length
increases, greater is the diversity of observed patterns in the functional dataset and
larger is the number of distributions displaying strong peaks of frequency.
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We propose a two-step procedure to detect words with an outlying pattern of dis-
tances: first, the functions are clustered according to their global trend; then, an
outlier detection method is applied within each cluster. Each distribution trend is
obtained by data smoothing, which avoids some distributions’ peaks, and similarities
between smoothed data are explored through hierarchical complete linkage cluster-
ing. The dissimilarity between functions is evaluated using the Euclidean distance
or the Generalized Minimum distance [1], which considers the dependence between
domain points. The resulting dendograms are then cut leading to a partition of the
distance distributions. For the second step we use the Directional Outlyingness mea-
sure which assigns a robust measure of outlyingness to each domain point and is the
building block of a graphical tool for visualization of the centrality of the curves [2].

We focus on the human genome and words of length 𝑘 ≤ 7. Results are compared
with those obtained by applying only the second step of the procedure [3].

Keywords: distance distribution, DNA word, directional outlyingness.
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A popular question in hierarchical clustering is how many clusters exist in a data
set, or where to ‘cut the tree’. Even though many methods have been proposed, this
topic still attracts the interest of researchers. Previous indices capture the number
of clusters quite well if clusters are well separated, but when the clusters overlap
or have unusual shapes, their performance deteriorates. I propose a new method
based on a multiscale technique called lifting which has recently been developed to
extend the ‘denoising’ abilities of wavelets to data on irregular structures.

My method applies lifting to the structure of a dendrogram. I then assume that the
distances between data points and cluster centroids are affected by noise. Denoising
the mean distances of data points from each cluster centroid helps decide where to
cut the tree. This method will be illustrated with both real and simulated examples.

Keywords: wavelets, lifting, cluster validity index.
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In the application presented here cluster analysis is performed with hierarchical
clustering and Wards method. The clustering methodology is viewed as a given
and the stability of the solution is evaluated by applying bootstrap methods. In the
literature the bootstrap is used in a cluster analysis context to assist in deciding on
the number of clusters, say 𝑘. Here, the focus is not on a single quantity 𝑘, but on
replicating the complete clustering solution a large number of times. In order to
summarise the bootstrap results, multivariate visualisation will play a pivotal role.
Multidimensional scaling and Generalised Procrustes Analysis are used to obtain
a representation of all the bootstrap replicates. In a further step, a dissimilarity
matrix is constructed based on the bootstrap replicates andmultidimensional scaling
applied again to obtain a summary of the complete bootstrap process.

Keywords:multidimensional scaling, cluster analysis, bootstrap.
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Unsupervised learning is crucial in computational statistics and data science, where
the amount and the complexity of unlabeled data are rapidly increasing. There exist
a number of algorithms to classify 𝑚 unlabeled variables into 𝑘 = 1,… , 𝐾 clusters,
that are often designed for specific data types and samplingmechanisms. Particularly
with extremely large numbers of variables (𝑚) as encountered in genomics and
biomedicine, theremay exist variables that aremainly noise or technical artifacts.We
investigated the next analytic step: Given𝑚𝑘 variables assigned to the 𝑘th cluster, can
we assign probabilistic measures evaluating the reliability of their cluster membership
assignments? Topically, our research is distinct from a choice of 𝑘, cluster stability,
and related questions (e.g. [1] and [2]) that assess the clusters themselves.

We developed a resampling-based strategy to evaluate robustness of membership
in 𝐾-means clusters. Mirroring the jackstraw method introduced for principal com-
ponent analysis [3], the proposed strategy learns over-fitting characteristics of
the clustering algorithm and the input observed data. When resampling a small
portion 𝑠 ≪ 𝑚 of observed variables and clustering this partially resampled data,
some of 𝑠 synthetic null variables may get artificially assigned to the 𝑘th cluster.
This relationship is used to evaluate whether the original 𝑚𝑘 variables are reliably
members of the 𝑘th cluster. We demonstrate favorable operating characteristics in
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high-throughput genomics while noting limitations inherent in the nature of unsu-
pervised classification and potential misspecification of parameters. The proposed
strategy reduces noise in high-dimensional data, improves clustering, and aids the
visualization of networks.

Keywords: clustering, resampling, membership.
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Self-organising maps (SOMs) enjoy great popularity as a clustering method with
very good visualization possibilities. Because they are based on distances, high-
dimensional data are treated with ease, and because of their iterative training, it is
easy to use them to map also large data sets with millions of records.

In this era of Big Data the trend is to combine data from different sources. Especially
in the so-called Omics sciences, very oftenmultiple detectors are used to characterize
a sample. In our kohonen package [1] for the R language, this is enabled by allowing
multiple information layers for all records, which are combined into one distance
as a weighted sum of individual layer distances. Recently, we have extended the
package [2], allowing different distance measures for individual layers, including
user-defined distances. This greatly improves the utility of the package. In addition,
the code has received a complete overhaul to improve efficiency, especially for large
data sets. The kohonen package is available from the CRAN repository.

Here, we will present the basic ideas implemented in the package, and give examples
of potential useful applications.

Keywords: self-organising maps, clustering, visualization.
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We review methods to use ensembles of selected classifiers to achieve classifica-
tion rules with increased accuracy [1, 3]. Feature selection methods are often used
as preprocessing method. We discuss a proposal to improve feature selection of
microarray data based on a proportional overlapping score [2]. The methods are
compared with other recent proposals using benchmarking.
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Ego-networks consist of a focal node (“ego”) and the nodes to whom ego is di-
rectly connected to (“alters”). We present a Bayesian latent variable network mod-
elling framework for describing the connectivity structure of interdependent ego-
networks (network of ego-networks) by using the latent space approach. This allows
us to visualise both the ego-ego and ego-alter relational structures by estimating the
positions of all the individuals in a latent “social space”. We apply this new method-
ology using an efficient variational algorithm in order to explore the structure and
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roles of human smuggling network out of Libya (operation Glauco II) consisting of
29 interconnected ego-networks and involving more than 15 thousand alters.

Improving the efficiency of Bayesian computation for network models

A. Caimo

Dublin Institute of Technology, Ireland
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Recent research in statistical network analysis has demonstrated the advantages
and effectiveness of Bayesian approaches to relational data. In this talk we present a
Markov Chain Monte Carlo algorithm based on a pre-computation strategy which
samples from the posterior parameter space approximating the intractable likeli-
hood of exponential random graph models and therefore circumventing the need
of computing their doubly intractable posterior distribution. The approaches turn
out to significantly improve the efficiency and scalability of Bayesian methods for
exponential random graph models.

On clustering validation: the internal perspective
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The internal evaluation of a clustering solution relies on the clustering base data, no
class structure being a priori known. It essentially regards the properties of cohesion-
separation and stability of clusters found in data. Sometimes, the determination of
the number of clusters is also considered in this setting, which can also be viewed
within a model selection perspective.

To discuss clustering evaluation (or clustering validation as it is usually designated),
a tour to some of the numerous clustering validation indices is conducted. For the
indices of agreement a typology is proposed that relies on their behaviour under the
hypothesis of agreement by chance, e.g. [1]. A weighted clustering cross-validation
approach is also presented [4]. Finally, the importance of, in a specific application,
obtaining an interpretable clustering solution is underlined and some instruments
to provide such a solution (e.g. [2, 3]) are referred.

An application to data from the more recent round of European Social Survey il-
lustrates the process of clustering validation. The data regards citizens’ political
engagement: sets of questions referring to whether the citizens were involved “in dif-
ferent ways of trying to improve things in their country or help prevent things from
going wrong” (e.g. “taken part in lawful public demonstration in last 12 months”).
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During this talk we will discuss three controversies which are still creating friction
for the full application of data science in healthcare and medical research. First, we
approach van der Lei’s 1st law of medical informatics, which states that data shall be
used only for the purpose for which they were collected, still subject to fierce debate,
but supported by numerous studies on data quality and association confounding.
Then, we discuss to which extent innovations in analytical methods have alleviated
the need to conduct expensive randomised clinical trials, as data science enthusiasts
claim that big data andmachine learning can be used to answer all research questions,
traditionalists claim that there is no replacement for randomised experiments
when we are interested in causation. Finally, we address access to data, as many
researchers have the opinion that all medical and healthcare data should be made
freely available to them without any restrictions, in order to accelerate research and
improve medical knowledge, while data custodians fear privacy breaches and loss
of public trust, especially with new restrictive European directives turned into law.
The goal is to foster discussion, probably providing more questions than answers,
but highlighting the current pitfalls of health data science.
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In this work we present, discuss and compare different data pre-processing tech-
niques designed to help in building effective forecasting models for spatio-temporal
data sets. This type of data has dependencies among observations which can be
temporal, spatial or spatio-temporal. Ignoring these dependencies at model building
leads to unreliable prediction models. We present a series of data pre-processing
techniques designed with the goal of deriving new predictor variables that en-
code these observation dependencies to improve the predictive accuracy of the
resulting models. We describe these techniques and evaluate them on real world
spatio-temporal data.

Robust joint modelling of mean and dispersion for the GLM framework
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Generalized linear models form a unified way of modelling the mean response under
different distributions belonging to the exponential family. Because of their flexibil-
ity, they have been widely studied and have become a powerful tool in statistics. Yet
in practice, real data often show a larger or smaller variability than expected from
the model. In these cases the data is said to be overdispersed and underdispersed,
respectively. The dispersion itself may also change for different observations in the
data. For example, two groups — indicated by a factor variable — may have a differ-
ent dispersion factor. The dispersion may thus also depend on a set of predictors.

Properly accounting for dispersion is crucial for several reasons. Firstly, confidence
intervals for coefficients of the mean depend on the estimated dispersion. Secondly,
neglecting dispersion may result in a loss of efficiency and bias in the estimation of
the coefficients. Thirdly, the dispersion model itself may be the focus of interest.

A typical problem in analysing real data is the possible presence of outliers in the
data. As classical methods try to fit an optimal model for all observations they are
highly susceptible to these atypical observations. It is important to note that these
outliers are not necessarily errors in the data. Their presence may reveal that the
data ismore heterogeneous than assumed. Theymay also come in clusters, indicating
there are subgroups in the population that behave differently. A robust analysis can
thus provide better insights in the data and reveal underlying structures that would
remain hidden in a classical analysis.
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Therefore, we propose a robust procedure for jointly modelling the mean and dis-
persion under the GLM framework. Using the ideas of the double exponential distri-
bution proposed by Efron [2], we extend the work of Cantoni and Ronchetti [1] who
proposed a robust GLM estimator for the mean response. Our methodology does not
suppose constant dispersion but models both mean and dispersion behaviour based
on a possibly different set of predictors. As such, our methodology is very flexible
and models both over- and underdispersion. We will briefly discuss properties of
the proposed methodology and discuss the problem of robust inference. The per-
formance of the estimator and the proposed test will be validated by a simulation
study.

Keywords: generalized linear models, dispersion, outliers.
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Performance and robustness in statistical testingof hypotheses for data
with Markov dependencies

A. Kharina, E. Vecherkoa
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The problem of statistical analysis of dependencies in data appears in many applica-
tions. Markov dependencies serve as convenient probability models for an effective
solution of this problem, especially for discrete data. Although the optimal statisti-
cal decision rules are constructed for certain hypothetical models, data often does
not follow the models exactly and, even under minor deviations from the hypotheti-
cal models, the procedures lose their optimality [1]. Here, we consider the following
important problems: performance analysis of statistical tests under deviations from
the hypothetical models of Markov dependence, deviations identification, and ro-
bust tests construction.

We develop our previous results [2]. For a discrete Markov chain {𝑥𝑡} under devia-
tions of the factual transition probabilities matrices �̃�(0), �̃�(1) from the hypothetical
values 𝑃(0), 𝑃(1) (“dependency outliers”), we construct asymptotic expansions for
the sequential test performance characteristics — error probabilities and expected
numbers of observations. With the minimax criterion [3], the robust sequential test
is constructed.

The problem of statistical detection of “white noise embeddings” (replacement
outliers) in a stationary binary Markov chain {𝑥𝑡} is also considered. The “white
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noise” is a Bernoulli stationary process with parameter 𝑝 = 1/2. Under the influence
of “white noise” the Markov chain {𝑥𝑡} becomes a non-Markovian binary process
{𝑦𝑡}, and the order of stochastic dependence increases: 𝑠 → ∞. Statistical tests for
detecting “white noise embeddings” in a Markov chain are constructed; they are
based on run statistic, short run statistic and likelihood ratio statistic. For a family of
contiguous alternatives the asymptotic powers of the tests based on run statistic and
short run statistic are found. The performance of statistical inferences is evaluated.
The computer experiments and illustrations are presented for different cases and
show when it is possible to distinguish {𝑦𝑡} from a Markov chain.

Keywords:Markov chain, statistical test, outlier.
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Forecasting with robust exponential smoothing with trend and season-
ality
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Simple forecasting methods such as exponential smoothing are very popular in
business analytics. This is not only due to their simplicity, but also because they per-
form very well. Incorporating trend and seasonality into an exponential smoothing
method is standard. In a highly cited paper, Hyndman and Khandakar [1] developed
an automatic forecasting method using exponential smoothing, available as the R
package forecast. We propose the package robets, an outlier robust alternative of
the function ets in the forecast package. For each method of a class of exponential
smoothing variants we made a robust alternative. The class includes methods with
a damped trend and/or seasonal components. The robust method is developed by
robustifying the original exponential smoothing variant: we provide robust forecast-
ing equations, robust initial values, robust smoothing parameter estimation and a
robust information criterion. The method is an extension of [2]. The code for our R
package is based on the function ets of the forecast package. The usual functions
for visualizing the models and forecasts also work for robets objects. Additionally,
there is a function plotOutliers which highlights outlying values in a time series.

Keywords: time series, forecasting, robust estimation, R package.
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In 1996, in their book Maximum Entropy Econometrics, Golan, Judge and Miller pro-
posed a variable selection procedure using normalized entropy measures [1]. To our
knowledge, the idea has not received special attention in the literature since then,
probably due to the fact that supports for the model parameters are needed. To over-
come this difficulty, we propose a novel approach to define the supports based on
the ridGME procedure, which combines the analysis of a ridge trace and generalized
maximum entropy estimation [2]. The well-known Hald and Prostate Cancer data
sets are used to illustrate the good performance of this variable selection procedure.

Keywords:maximum entropy, ridge trace, variable selection.

References

[1] A. Golan, G.G. Judge, and D. Miller (1996). Maximum Entropy Econometrics: Robust
Estimation with Limited Data. Wiley, Chichester, UK.

[2] P. Macedo (2017). Ridge regression and generalized maximum entropy: an im-
proved version of the ridge–GME parameter estimator. Communications in Statis-
tics – Simulation and Computation, doi:10.1080/03610918.2015.1096378

Regularized B-spline regression for high-dimensional scattered data
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Estimating timber reserves in several forest districts is a fundamental task in the
German national forest inventory (GNFI). Recently, remote sensing data were used
in a regularized B-spline approach [3]. To improve the estimates, it is desirable
to incorporate multiple input data, but all such methods suffer from the curse of
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dimensionality [1] which describes an exponential growth of the underlying linear
system in the dimension of the input data. Even formoderate dimensions, storing the
systemmatrix exceeds the memory capacity of common computational systems and
efficient numerical methods are required to solve the multiple regression problem.

To address this challenge, a regularized tensor-product B-spline [2] is proposed,
yielding a system matrix with a special structure. Exploiting this structure, the
system is solved with low storage costs using suitable numerical methods. This
allows incorporating multiple input data into regression models and especially
into the GNFI estimation process. To verify the proposed approach, the timber
reserves are estimated and compared to the original estimates obtained by the
one-dimensional model.

Keywords: high-dimensional regression, regional estimates, regularization, scat-
tered data approximation.
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It was already in the fifties of the last century that the relationship between informa-
tion theory, statistics, and maximum entropy was established, following the works
of Kullback, Leibler, Lindley and Jaynes. However, the applications were restricted
to very specific domains and it was not until recently that the convergence between
information processing, data analysis and inference demanded the foundation of a
new scientific area, commonly referred to as Info-Metrics [1].

As huge amount of information and large-scale data have become available, the
term “big data” has been used to refer to the many kinds of challenges presented in
its analysis: many observations, many variables (or both), limited computational
resources, different time regimes or multiple sources. In this work, we consider
one particular aspect of big data analysis which is the presence of inhomogeneities,
compromising the use of the classical framework in regression modelling. Maximin
effects [2] and magging [3] can be presented as recent approaches to this problem.
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A new approach is proposed in this work, with the introduction of the concepts
of info-metrics to the analysis of inhomogeneous large-scale data. The framework
of information-theoretic estimation methods is presented, along with some infor-
mation measures. In particular, the normalized entropy is tested in aggregation
procedures and some preliminary simulation results are presented.

Keywords: big data, info-metrics, maximum entropy.
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Providing analysts the tools they need within a modern national statis-
tics office
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Stats NZ are looking to move away from the collection and publication of stand-
alone sample surveys to making use of a wide range of data sources and estimation
strategies. A key component to enabling this change is to develop the infrastruc-
ture which allows analysts to explore, test and use a range of tools which are not
traditionally heavily used within National Statistics Offices. This talk will focus on
two ways we are looking to do this. The first is the development of enterprise level
support for the statistical package R which includes the creation of internal RStu-
dio and Shiny servers. This complements the already heavily supported use of SAS
within the organisation and has enabled users to make use of a wide range of tools.
The second is a series of initiatives developed through a process where external
companies and internal employees were asked to pitch projects that would leverage
technology to transform the way we delivered information and data to users. Our
goal was to break away from our current way of thinking and doing things, and
leverage external expertise rather than trying to do everything in house. The ini-
tiatives range from using Big Data tools as a service, to formalising the process for
producing reproducible research. We’ll outline what the initiatives are and how they
have progressed.

Keywords: official statistics, RStudio, big data.
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A flexible optimization tool formultivariate optimal allocation problems
under high-dimensional data

M. Ruppa, R. Münnicha

aEconomic and Social Statistics Department, University of Trier

Session: Tools for Data Analytics, Room: EA4 Wednesday 12th, 16:05–16:25

The aim of modern surveys is to provide accurate information on a large variety of
variables on different regional levels and subclasses of high-dimensional populations.
Hence, optimal allocation of a fixed total sample size has to consider a vast number
of strata along with optimization conflicts due to the complementary information
of the variables of interest and uncertainty of auxiliaries. Furthermore, particular
quality and cost restrictions might be taken into account.

In this paper, we present an efficient and flexible optimization tool for solving
multivariate optimal allocation problems. Thereby, while possibly including a large
variety of constraints, we achieve a significant reduction of the computational
burden compared to other classical allocation methods, and even for large problem
instances.

The allocation problem is stated as a multi-objective optimization problem as shown
in [1]. Taking advantage of its special structure and applying Pareto optimization,
the problem can be equivalently reformulated as a significantly lower-dimensional
non-smooth problem, as described in [2] and [3] for the univariate case. This problem
is solved via a semi-smooth Newton method in analogy to [1].

The performance of the developed optimization tool is tested on a household data
set of Germany.

Keywords: data analysis, design optimization, non-smooth optimization.
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Data analysis with contaminated data

V. Ardelean

GfK SE

Session: Tools for Data Analytics, Room: EA4 Wednesday 12th, 16:25–16:45

When analysing data there is an implicit assumption that the data is uncontaminated,
i.e. all observed data are from the same data-generating process. We consider two
types of contamination, anomalies and noisy data.

Anomalies or outliers are observations that seem to be inconsistent with the assumed
model for the data. Measurement error or noise in the data is the difference between
the true but unknown value and the observed value. This variability is an inherent
part of the measurement process, often found in data used for market research
purposes.

In order to avoid a negative impact of such data constellations we investigate differ-
ent options to clean contaminated data.

Keywords: noise filtering, anomaly detection, predictive analytics.
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We address a Statistics-related illustrative example that is solved by combining the
following constituents: computing, the Internet, Statistics, and visualization. These
parts are put together in the example [1] described below and solved by applying
Monte Carlo simulation, a technique that typically generates large amounts of data.
The particular statistical problem aims to assess the behaviour of the distance from
a given source point (in or out of a circle) to random points in a circle of unit radius
(without loss of generality). We thus wish to view an empirical PDF (probability
density function) of the distance, and have some related information, such as its
mean and standard deviation.

This example is one of our many problems (in Engineering, etc.) solved by “com-
puting over the Internet”, that is: making the problem available on a Web page and
solving it with the user’s data, just with a browser and no software installation. This
permits access from any terminal (PC, smartphone, etc.) with any common operat-
ing system. We are aware of only one author with the same approach, V.M. Ponce [3],
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whose impressive Vlab solves numerous problems in Hydraulics, e.g. [2], although
without dynamic images.

In our problem, the user supplies: 𝑥0 of the source point (abscissa alone, w.l.o.g.
from circular symmetry); and 𝑁, the number of random destination points in the
circle. The result for, say, 𝑥0 = 0.6 and 𝑁 = 106 is surprising and made clear only by
viewing the PDF plot at the cited Web site [1]. Observe that the analytically derivable
result for 𝑥0 = 0 is simply 𝑦 = 2𝑥 (the CDF 𝑥2). Visualization of the plots is very
beneficial for understanding the results, as is often the case forMonte Carlomethods.

Keywords: computing over the Internet, engineering, visualization.
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Nowadays, most online educational platforms do not have tools for e-learning
analytics. In addition, they also do not have visual representations of the information
contained in the platform. In this work, word clouds are implemented as a tool to
provide an overview of the main words (concepts) used by the students in their
communications [1]. In this way, teachers can get a thorough understanding of the
student learning process through the texts that they write [2]. Furthermore, the
proposed word-cloud tool can help teachers to make decisions about strategies and
pedagogical guidance, and they can promote and support students’ participation and
activity [3]. In particular, this tool consists of three different word clouds: the ideal
word cloud, with the learning words according to the theoretical weight indicated
by the teacher; the real word cloud, with the most used words by the students; and
the mixture of both, with the learning words according to their use by the students.
These three word clouds provide a quick visual summary at the learning unit level
or at the course level. Besides, the word clouds allow the teacher to compare word

46

http://web.tecnico.ulisboa.pt/~mcasquilho/compute/or/Fx-distInCircle.php
http://web.tecnico.ulisboa.pt/~mcasquilho/compute/or/Fx-distInCircle.php
http://ponce.sdsu.edu/onlinechannel01.php
http://ponce.sdsu.edu/onlinechannel01.php
http://ponce.sdsu.edu/992epilogue.html
http://ponce.sdsu.edu/992epilogue.html


clouds of different students with the ideal word cloud to rate them. This rate is
a metric calculated automatically by the set of statistics provided by the tool. To
conclude, the word-cloud tool has many advantages from a didactic point of view. A
future research line is to test this tool with a high number of students during one or
several courses.

Keywords: word clouds, e-learning analytics, data visualization and statistics.
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A country’s development and economic growth depends on finding solutions to
economic problems such as the balance of payments deficit, unemployment. The
tourism sector has huge impacts on the economy, so it has become a leading sector
in the world over the past decades. In the literature, the relationship between
economic growth and tourism for both developed and developing countries has been
extensively researched since 1990. Knowledge of the causal relationship between
economic growth and tourism is of importance to policy makers, as tourism policies
are becomingmajor concerns for these countries. The aim of this study is to estimate
the causal relationship between economic growth and tourism in Turkey over the
period 1980–2016 by applying the Phillips–Perron unit root test, the Johansen co-
integration test and Hsiao’s Granger causality. Tourism revenues, international
tourist arrivals and economic growth series are stationary in first difference and
neither series is co-integrated. According to Hsiao’s Granger causality, it is found

47



that there is no causal relationship between economic growth and tourism in Turkey
over the period 1980–2016.

Keywords: economic growth, Hsiao’s Granger causality, tourism.
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A feasibility study is under way at Statistics Portugal to transform the Portuguese
Census, based on the classical door-to-door distribution of questionnaires, to a
combined or a register-based census, inwhich the data is to be progressively obtained
from Public Administration databases. Our objective is to identify and register each
individual resident in Portugal in a specific year in a Resident Population Database,
to be derived from those data sources. There are multiple hurdles to the creation of
this database: records have inconsistencies and errors due to manually inserted data,
and the Data Protection Authority (CNPD) imposes anonymisation criteria on the
datasets. Attempting the record linkage between sources using exact comparison
methods would leave out many potential matches (roughly 10% in our case). Our
presentation details the followed approach and the results of the initial experiments
on matching some of the available information sources. So far, we were able to
train a probabilistic model for matching the Civil Population Register with the Tax
Authority Register, using manual pairings from a third data source as gold standard.
The precision of the method is about 99% on the gold standard. Also, applying the
training model to 6,933,367 records from Civil Population Register and 4,414,595
records from the Tax Authority Register that were not in the gold standard, we were
able to find 77,649 new matches and confirm 3,258,614 records were already in the
BPR with our method.

Keywords: record linkage, census, machine learning applications.
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Rspark: running R and Spark in Docker containers
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Docker containers allow Hadoop, Spark, and other big-data platforms to be run
virtually on multiple host platforms with identical configurations and functional
capabilities. This allows collections of containers to be launched together with
specific requirements, e.g. a specified version of Spark and compatible versions of R
and other resources. Using Docker, DevOps can automate the deployment of big-data
platforms that meet defined specifications.

Rspark is a collection of Docker containers for running R, Hadoop, and Spark with
various persistent data stores including PostgreSQL, HDFS, HBase, Hive, etc. At this
time, the server side of Rspark runs on Docker’s Community Edition, which can be:
on the same machine as the client, on a server, or in the cloud. Currently, Rspark
supports an RStudio client, but any R-based web client could be adapted to work.

The direction of computing is in virtualization. The Docker containers in Rspark can
be orchestrated by Kubernetes to build arbitrarily large virtual clusters for R and/or
for Hadoop/Spark. A virtual cluster of Spark containers using Kubernetes can be
built with a persistent distributed data store, e.g. HDFS. The ultimate goal is to build
data science workflows, e.g. ingesting streaming data into Kafka, modulating it into
a data store, and passing it to Spark Streaming.

Keywords: Spark, Docker containers, Kubernetes.
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With the growing popularity of GitHub, the largest host of source code and collabo-
ration platform in the world, it has evolved to a Big Data resource offering a variety
of open source repositories (OSR). Multiple libraries and package managers, among
them CRAN, CPAN, WordPress and many others, mirror their data in GitHub organi-
zations, while a growing number of developers are releasing their packages directly
on GitHub. We present BitQuery [1], a new GitHub API driven search engine which
(I) provides an automatic OSR categorization system for data science teams and
software developers, and (II) establishes visual data exploration (VDE) and topic
driven navigation of GitHub organizations for collaborative reproducible research
and web deployment.
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The BitQuery architecture consists of three abstraction layers, following the ETL
paradigm (Extract, Transform, Load), or, equivalently, the visual analytics approach
(data management, analysis, and visualization). First, the information is extracted
via the GitHub API based parser layer. Next, the Smart Data layer transforms Big
Data into value, processing the data semantics and metadata via dynamic calibration
of metadata configurations, text mining (TM) models and clustering methods [2, 3].
One of the examined TM models is the latent semantic analysis (LSA) technique
which measures semantic relations and allows dimension reduction. Both layers
were implemented via several novel R packages, forming the basis of a self-contained
“GitHub Mining infrastructure in R” [4]. Thus derived Smart Data is loaded into the
web-based visual analytics application (VA-App) realized via the D3-3D Visu layer,
which is powered by two JavaScript libraries for producing dynamic data visualiza-
tions in web browsers: D3.js and Three.js. The D3-3D Visu layer was designed in full
compliance with the so-called visual information seeking mantra: “Overview first,
zoom and filter, and then details-on-demand”. Various techniques and interactive
interfaces perform VDE from multiple perspectives.

The application spectrum of BitQuery is illustrated by the exploration of the “R
universe”, a massive collection of all R packages on GitHub including CRAN and
Bioconductor. This example shows a great potential of BitQuery as a VA-App which
increases the visibility and discoverability of any organization or digital library
hosted on GitHub.

Keywords: software mining, clustering analysis, visual analytics.
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From softmax to sparsemax: a sparsemodel of attention andmulti-label
classification
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The softmax transformation is a key component of several statistical learningmodels,
encompassing multinomial logistic regression, action selection in reinforcement
learning, and neural networks for multi-class classification. Recently, it has also
been used to design attention mechanisms in neural networks, with important
achievements in machine translation, image caption generation, speech recognition,
and various tasks in natural language understanding and computation learning.

In this talk, I will describe sparsemax, a new activation function similar to the tradi-
tional softmax, but able to output sparse probabilities. After deriving its properties,
I will show how its Jacobian can be efficiently computed, enabling its use in a neu-
ral network trained with backpropagation. Then, I will propose a new smooth and
convex loss function which is the sparsemax analogue of the logistic loss. An un-
expected connection between this new loss and the Huber classification loss will
be revealed. We obtained promising empirical results in multi-label classification
problems and in attention-based neural networks for natural language inference.
For the latter, we achieved a similar performance as the traditional softmax, but
with a selective, more compact, attention focus.

Keywords: sparse modeling, Huber loss, neural networks.

Learning on timestamped medical data

M. Spiliopoulou

Faculty of Computer Science, Otto-von-Guericke-University Magdeburg

Invited Lecture Session, Room: Abreu Faro Thursday 13th, 9:45–10:30

There is a proliferation of mining methods for the collection, curation and analysis
of timestamped clinical data for identifying comorbidities, predicting response to
treatments and supporting clinical decisions. Moreover, data miners are being called
to support epidemiologists in understanding how participants of epidemiological
studies evolve over time. In this talk, I present results on mining the participant
data of a population-based study and the patient data of a study using an mHealth
application. I elaborate on the challenge of learning on systematically incomplete
timestamped data, and on the potential of semi-supervised learning approaches.

Keywords:medical mining data, mining systematically incomplete data.
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We propose a new multiple test called minPOP and one modified version (the left
truncated) for testing a large number of multiple hypotheses simultaneously. We
show that multiple testing procedures based on these tests have strong control of
the family-wise error rate. A method for finding the p-values of the multiple testing
procedures after adjusting for multiplicity is also developed. Simulation results show
that the minPOP tests in general have higher global power than the existing well-
known multiple tests, especially when the number of hypotheses being compared
is relatively large. Among the multiple testing procedures we developed, we find
that the left truncated minPOP test has lower number of false rejections than the
existing multiple testing procedures.

Keywords:multiple test, stepwise procedure, adjusted p-value.
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There are many situations, in which people are presented a large number of items
to rank and they do not need to completely specify the ranking of all 𝑛 items. The
goal of the experiment might be to rank only their favourite 𝑘 out of 𝑛 items or just
to choose their 𝑘 favourite items. In other cases it is important to classify items into
groups or categories according to some reasonable criterion of “goodness”.

The general partitioning problem can be described as follows. Let {1, … , 𝑛} be 𝑛 given
items. We wish to partition them into a fixed number of disjoint categories, such that
each category contains a certain preassigned number of items. The first category
contains 𝑛1 favourite items, the second category contains the 𝑛2 next preferred
items, and so on; the final category contains the 𝑛𝑟 least favourite items, where
∑𝑛𝑖 = 𝑛, 𝑛𝑖 ≥ 1. We do not state any preferences among members of the same
category. If we assign values to 𝑟 and 𝑛𝑖 we obtain several special cases of interest.

(1) To choose the best single item (𝑟 = 2, 𝑛1 = 1, 𝑛2 = 𝑛 − 1);

(2) To choose the best 𝑘 items without regard to order (𝑟 = 2, 𝑛1 = 𝑘, 𝑛2 = 𝑛 − 𝑘);

(3) To choose the best 𝑘 items with regard to order (𝑟 = 𝑘 + 1, 𝑛1 = ⋯ = 𝑛𝑘 = 1,
𝑛𝑘+1 = 𝑛 − 𝑘);

(4) To order all items (𝑟 = 𝑛, 𝑛1 = ⋯ = 𝑛𝑟 = 1);

(5) To partition the items into a fixed number of categories.

Many of the decision procedures one might use within the scope of these ranking
problems have a structure which is invariant under a group of transformations. We
consider suitable models for the analysis of such partially ranked data.

Keywords: top 𝑘 ranking, partial ranking, distances on partial rankings.

Clustering and disjoint principal component analysis: an empirical com-
parison of two approaches
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A new constrained principal component analysis for multivariate data, called Clus-
tering and Disjoint Principal Component Analysis (CDPCA), was proposed to identify
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clusters of objects and, simultaneously, describe the data matrix in terms of sparse
and disjoint components, which become useful for interpretation and visualization
purposes. Recently, two different heuristic iterative procedures, one described as an
alternating least squares method (ALS) and another based on semidefinite program-
ming models (Two-Step-SDP), were suggested to perform CDPCA.

We empirically compare and evaluate the performance of these algorithms using
three real gene expression data sets, with different number of classes of objects
and where the true classification of objects is known. The model error, the between
cluster deviance, the proportion of explained variance by the new components, the
accuracy of object classification and the running time were computed to assess the
quality of the overall fit of the CDPCA model and the efficiency of each algorithm.

Our numerical tests show that both procedures perform well and suggest that the
Two-Step-SDP approach provides faster results, while the ALS algorithm is better in
terms of solution precision.

Keyword: principal component analysis.
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Estimation, simulation, and visualization of spatial and spatiotemporal
autoregressive conditional heteroscedasticity

P. Otto

Department of Statistics, European University Viadrina, Germany
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Otto, Schmid, and Garthoff (2016) introduce a new spatial model that incorporates
heteroscedastic variance depending on neighboring locations [1]. The proposed pro-
cess is regarded as the spatial equivalent to the temporal autoregressive conditional
heteroscedasticity (ARCH) model. In contrast to the temporal ARCH model, in which
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the distribution is known given the full information set of the prior periods, the dis-
tribution is not straightforward in the spatial and spatiotemporal setting. However,
it is possible to estimate the parameters of the model using the maximum-likelihood
approach. Moreover, we combine the well-known spatial autoregressive model with
the spatial ARCH model assuming heteroscedastic errors. In this talk, I focus on the
estimation from a computational and practical point of view. From this perspective,
the log-likelihood function is usually sufficient to get accurate parameter estimates
by using any non-linear, numerical optimization function. To compute the likeli-
hood for a certain set of parameters, the determinant of the Jacobian matrix must be
computed, which often requires large computational capacities, especially for large
data sets. The estimation procedure is implemented in the R-package spGARCH.

Keywords: spatial ARCH process, maximum likelihood estimation, visualization.
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Performance of statistical approaches tomodel binary responses in lon-
gitudinal studies
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Longitudinal binary studies are a powerful design and they are commonly encoun-
tered in experimental and observational research. In these studies, repeated obser-
vations of a response variable are taken over time on each individual. In such cases,
the repeated measures are likely to be correlated and the autocorrelation structure
plays a significant role in the estimation of regression parameters. A frequent prob-
lem in longitudinal studies is the presence of missing data. The generalized linear
mixed effects model (GLMM) is recommended to analyse this kind of data when the
goal of the study is a subject-specific interpretation because it allows missing values
on the response, provided they are missing at random (MAR), and it accounts for the
correlation among the repeated observations by the inclusion of random effects in
the linear predictor. However, GLMM assumes that observations of the same subject
are independent conditional to the random effects and covariates which may not be
true. To overcome this problem, the methodology implemented in the R package
bild uses GLMM with binary Markov chain (GLM3C) as the basic stochastic mecha-
nism to accommodate serial dependence and the odds-ratio to measure dependence
between successive observations [1]. Taking into account the correlation structure
in the GLM3C approach, missing values on the response are allowed provided they

55



are MAR with some further restrictions. The aim of this paper is to give a statisti-
cal assessment of the approaches considered in terms of efficiency and coverage
probability. To achieve that goal, a simulation study was carried out in which the R
packages bild and lme4 were used.

Keywords: generalized linear mixed effects model, correlation structure, missing
data.
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Air pollution forecasting with time series neural network models
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Air pollution is a vital issue for human beings and a very common problem in large
cities around the world. Forecasting air pollution levels is therefore an important
task, one which has been addressed in various studies. One way to forecast air pollu-
tion levels is to use time series methods. Recently, artificial neural networks have
been widely used as an effective time series forecasting tool in the related literature.
This study employs multiple neural network models to forecast air pollution in the
city of Istanbul. This approach requires identifying which neural network models
produce good forecasts. In this study, we apply the weighted information criterion
(WIC) in order to reach a high level of accuracy. It is shown that using WIC to find a
good forecasting model produces very accurate forecasts for air pollution in Istanbul.

Keywords: air pollution, artificial neural networks, forecasting.
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Periodic multivariate INAR processes
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In this work a multivariate integer-valued autoregressive model of order one with
periodic time-varying parameters, and driven by a periodic innovations sequence
of independent random vectors is introduced. We extend the results of [1] to the
multivariate case. Keeping an eye on the practical applications we will restrict our
attention to the diagonal matrix case [2]. Emphasis is placed on models with peri-
odic multivariate negative binomial innovations. Basic probabilistic and statistical
properties of the novel model are discussed. Aiming to reduce the computational
burden arising from the use of the conditional maximum likelihood method, a com-
posite likelihood-based approach is adopted. The performance of such method is
compared with that of some traditional competitors, namely moment estimators
and conditional maximum likelihood estimators. Furthermore, forecasting is also
addressed. An application to a multivariate data set of time series concerning the
monthly number of fires in three districts in mainland Portugal is also presented.

Keywords:multivariate models, binomial thinning operator, composite likelihood.
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Visualization for large-scale Gaussian updates
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In geostatistics and also in other applications in science and engineering, it is now
common to perform updates on Gaussian process models with many thousands
or even millions of components. These large-scale inferences involve modelling,
representational and computational challenges. We describe a visualization tool
for large-scale Gaussian updates, the ‘medal plot’ [1]. The medal plot shows the
updated uncertainty at each observation location and also summarizes the sharing
of information across observations, as a proxy for the sharing of information across
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the state vector (or latent process). As such, it reflects characteristics of both the
observations and the statistical model. We illustrate with an application to assess
mass trends in the Antarctic Ice Sheet, for which there are strong constraints from
the observations and the physics [2].

Keywords: uncertainty quantification, visualizing uncertainty, medal plot.
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Visual support for rastering of unequally spaced time series
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Cleansing and wrangling [1, 2] — preprocessing data and transforming it into a
usable form — constitutes an important step for subsequent analysis. In many
application domains, e.g., environmental sensor measurements, datasets are created
with varying interval lengths. Specifically with time series data, established analysis
methods require the data to be structured, e.g., being equally spaced. By rastering
time series, unevenly distributed time points and their corresponding values are
aggregated and binned into evenly spaced time intervals, while still retaining the
original data’s structure. Rastering the original data alters it to (1) trade consistent
value distribution for accuracy of the original values, (2) achieve more accurate
value representation by smoothing measurement inaccuracies, and (3) reduce data
size by lowering the time series resolution. Users require knowledge about the data
domain and temporal aspects of the data to generate an adequately transformed
time series usable for subsequent analysis. Rastering introduces uncertainty, which
users are predominantly not made aware of in further analysis.

We propose a Visual Analytics (VA) approach to effectively support users during
the analysis and validation of time series raster parametrizations. VA intertwines
interactive visualization, analytical methods, perception and cognition to ease the
information discovery process. Our conceptualized VA framework allows users to
transform unequally spaced time series data into equally spaced rasters. It facilitates
finding appropriate parametrizations and analyzing the rastering outcome. By
providing quality measures and uncertainty information, users receive contextual
knowledge on quality issues occurring during rastering to assess the outcome of
the time series rastering. For different time series characteristics it is necessary to
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adapt the rastering algorithm and feedback information accordingly. We provide
considerations for handling special use cases and domain specific properties and
suggest well-fitting measures to deal with intricacies in the data.

Keywords: time series preprocessing, visualization, visual analytics.
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Visualization of three-dimensional data with virtual reality
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A variety of data visualization methods are utilized to analyze huge amounts of data.
Among various methods, a three-dimensional image requires rotations to show a
stereo image on a two-dimensional screen. This study discusses two methods (batch
method and real-time method) which make it possible to analyze the construction
of stereo images to improve the restriction of the three-dimensional image display
with virtual reality. This investigation can be useful to explore three-dimensional
data structures more clearly.

Keywords: data visualization, virtual reality, stereo image, R package.

R visual tools for three-way data analysis
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Standard multivariate analysis addresses data sets represented as two-dimensional
matrices. In recent years, an increasing number of application areas like chemomet-
rics, computer vision, econometrics and social network analysis involve analysing
data sets that are represented as multidimensional arrays and multiway data analy-
sis has become popular as an exploratory tool (see [1]). The most popular multiway
models are CANDECOMP/PARAFAC and TUCKER3 [3]. The results from a three-way
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analysis can be presented in several different ways (see [3]), the first one being ta-
bles of the coefficients or loadings for each mode, either rotated or not. While it
is important to inspect the numerical output of the methods for the analysis of
three-way data (the component matrices and the core array) in order to properly
interpret the results, of great help can be different visual representations of these
outcomes. The most typical plots are: (i) Pair-wise graphs of the components for
each mode separately, (ii) All-components plots which will show all components
of a single mode using the levels of the mode as X-axis, (iii) Per-component plot,
showing a single component on all modes simultaneously in the same plot, (iv) Joint
biplots for Tucker 3 models and (v) Trajectory plots.

We present an R package, rrcov3way, implementing a set of functions for the anal-
ysis of multiway data sets, including PARAFAC and TUCKER3 as well as their robust
alternatives. Apart from basic tools for data handling and preprocessing of mul-
tidimensional arrays, tools for displaying raw data as well as the models in two-
and three-dimensional plots are provided. Several examples based on the data sets
available with the package are used to demonstrate the basic usage of the functions
and illustrate some of the graphical results obtainable with the software. These
graphical procedures, mainly based on [2] and [3], are flexible enough to give the
user the possibility to design the graphs according to the needs and the data at hand
but at the same time provide suitable default parameters which ease their use.

Keywords: three-way analysis, visualization, R.
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Mapping the Milky Way halo: modeling and classification of sparsely
sampled vector-valued functions
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Modern time domain astronomical surveys measure temporal changes in brightness
of tens of millions of stars. Each star is recorded as a vector-valued function sampled
at irregular intervals. We discuss current statistical challenges and methodology for
modeling and classifying these vector-valued functions. Using Dark Energy Survey
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data, we illustrate progress towards using variable stars to map structure in the
Milky Way Halo, the region of space that surrounds our galaxy.

Keywords: functional data, classification, astronomy.
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Linearized regression models have been getting big, especially with the increased
use of basis expansions and convolutional networks for representing the data before
the regression. Often, when the representation is sparse, a dense regression obtained
by ridge or nuclear norm regularization can achieve better prediction accuracy than
sparse alternatives. Alas, such dense rules are much harder to interpret, and often
remain black-boxes.

One way to visualize and interpret such large models is to summarize the weight
vector for different feature groups. In this talk, I discuss several desired properties
for these summaries, and suggest an impact statistic that can summarize the signed
effect of the group. As a motivating example, I will discuss how the proposed method
helps describe the responses of neurons in the V4 cortical area to an observed
sequence of natural images. Using this method, we can generate insights regarding
the fitted models and develop new hypotheses for function of these neurons.

This is based on joint work with Julien Marial and Bin Yu, and in collaboration with
Jack Gallant’s vision lab at UC Berkeley.

Keywords: regression, interpretation, visual cortex.

Using aggregated relational data to feasibly identify network structure
without network data
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An individual’s social environment influences many economic and health behaviors.
Social network data, consisting of interactions or relationships between individuals,
provide a glimpse of this environment but are extremely arduous to obtain. Col-
lecting network data via surveys is financially and logistically prohibitive in many
circumstances, whereas online network data are often proprietary and only informa-
tive about a subset of possible relationships. Designing efficient sampling strategies,
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and corresponding inference paradigms, for social network data is, therefore, fun-
damental for scalable, generalizable network research in the social and behavioral
sciences. This talk proposes methods that estimate network features (such as cen-
trality or the fraction of a network made up of individuals with a given trait) using
data that can be collected using standard surveys. These data, known as aggregated
relational data (ARD), poll individuals about the number of connections they have
with certain groups in the population, but do not measure any links in the graph
directly. We demonstrate the utility of the proposed models using data from a sav-
ings monitoring experiment in India. This is joint work with Emily Breza (Harvard),
Arun Chandrasekhar (Stanford), and Mengjie Pan (University of Washington).

Statistical issues with agent-based models
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Many, many fields use agent-based models (ABMs) for prediction and insight. Google
holds virtual auctions, economists model markets, urban planners study traffic
flow, ecologists examine species interactions, and epidemiologists forecast disease
spread. But the statistical properties of such models are almost unstudied. ABMs are
different from standard statistical models, such as the linear model, in that one can
rarely write out the likelihood function, and thus our usual strategies for making
quantified inferences and fitting parameters are unworkable. This talk reviews the
history and scope of ABMs, followed by a description of how emulators can be used
to make approximate inference without an explicit likelihood.

Balanced incomplete block designs: some applications and visualization

T.A. Oliveiraab, A. Oliveiraab

aUniversidade Aberta, Portugal; bCenter of Statistics and Applications, University of Lisbon, Portugal

Session: ISBIS Session, Room: EA4 Thursday 13th, 14:30–15:00

In the area of Experimental Design, a new method of arranging variety trials in-
volving a large number of varieties was introduced by Yates (1936): the Balanced
Incomplete Block Designs (BIBD). When the block size is not enough to accommo-
date all the varieties of an experiment, BIBD allows their allocation in such a way
that every variety appears the same number of times in the design and all pairs
of varieties concur together the same number of times, along the blocks. Initially
proposed to face problems in the area of Agriculture, very quickly these designs
were explored in applications on many other areas and emerged as one of the most
interesting top-quality research topics of the new century. The huge number of
application areas, mathematical and optimal properties of these designs have been
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highlighted and developed not only by statisticians, but by mathematicians and
computer scientists. In this work we will follow the research evolution emphasizing
the main reasons why BIBDs are known as a rigorous and powerful tool providing
features to continue at the future forefront, accomplishing the technological and
computational evolution. Some visualization examples will be provided.

Randomized singular spectrum analysis for long time series

P.C. Rodriguesab, P. Tuyb, R. Mahmoudvandc
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Singular spectrum analysis (SSA) is a relatively new and powerful nonparametric
method for analyzing time series that is an alternative to the classic methods. This
methodology has proved effective for analyzing time series in various disciplines as
the assumptions of stationarity and Gaussian residuals can be relaxed. The Era of
Big Data has brought very long and complex time series. Although SSA provide ad-
vantages over traditional methods, the computational time needed for the analysis
of long time series might make it inappropriate. In this work, we propose the ran-
domized SSA which intends to be an alternative to SSA for long time series without
losing the quality of the analysis. The SSA and the randomized SSA are compared in
terms of quality of the analysis and computational time, using Monte Carlo simula-
tions and real data about the daily prices of five of the major world commodities.

Alternative distributions toWeibull formodeling thewind speed data in
wind energy analysis
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Identification of the wind speed characteristics is very important for the researchers
and the practitioners working in that area. There exist a considerable number of
studies about modeling the wind speed characteristics in the literature, see [1, 2, 3].
Although, one of the most widely used statistical distributions for modeling the
wind speed data is Weibull, it may not provide the best fit for all wind regimes. For
this reason, alternative distributions are used for modeling wind speed data.

This study uses the Inverse Weibull, Burr Type III and Extreme Value distributions to
model wind speeds as an alternative to the Weibull distribution. We wish to identify
the distributions which provide the best fit for different wind regimes encountered
in nature.
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We compare fitting performances of these distributions to real data sets obtained
from different stations in Turkey. In estimating the distribution parameters, the
maximum likelihood (ML) methodology is used. We also determine the distribution
which has better modeling performance for each data set by using the root mean
squares error and coefficient of determination criteria. It is shown that the Inverse
Weibull and Burr Type III distributions fit the wind speed data better than Weibull.
In conclusion, alternative distributions can be preferred over Weibull in identifying
the wind speed characteristics for various wind regimes encountered in nature.

Keywords:maximum likelihood, wind speed distributions, wind energy.
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Given the computational and methodological advances of recent decades, it is pos-
sible to synthesize data in terms of their most relevant concepts, which may be
described by different types of complex data, also known as symbolic or complex
data. In this work, we assess the performance of a set of employees of a company in
the dentistry sector, based on a classical data matrix and on a complex data matrix.

Twenty-three individuals participated in the study, and only those who perform
functions at the office and reception assistance level (twelve) were evaluated. The re-
mainder are included in this process as evaluators. Data were collected through two
questionnaires of “Performance Evaluation” (PE): questionnaire 1 (“Self-evaluation”
/ “Evaluation by the Superior”) and questionnaire 2 (“360° Evaluation”). The first
one corresponds to the application of two traditional Performance Evaluation (PE)
methods, and the second one to a modern method, called “360° Evaluation” (an
important tool of Human Resources Management). In the present work, each col-
laborator is evaluated directly by all individuals who interact with him (various

64



organizational actors). Therefore, we obtained a complex data table where the data
units (each one of the collaborators) are described by variables whose values are fre-
quency distributions with different number of modalities. The data were analysed
based on several statistical methods, among which we highlight some graphical
visualization methods (e.g. Zoom-Star, 2D) and some algorithms of Ascendant Hier-
archical Cluster Analysis (AHCA). The AHCA was based on the weighted generalized
affinity coefficient [1] combined with classical and probabilistic aggregation criteria.

In general, we conclude that the individuals present a satisfactory performance,
evidencing some differences between self-perception and external perception. The
clustering structures obtained, in the case of the AHCA of the individuals, allowed
to detect groups of collaborators with results referring to these types of evaluation
relatively similar. The results obtained allowed to identify factors susceptible of in-
fluencing the performance, in order to adopt measures that promote the continuous
improvement of the performance of each employee.

Keywords: performance evaluation, hierarchical cluster analysis, visualization.
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How similar are the values of Europeans across regions? Do neighbour regions share
similar values? Which profiles may be identified? To investigate such issues, data
from the European Social Survey are analyzed at region level. This is a transnational
survey of European citizens taking place every two years throughout Europe since
2001. The survey applies Schwartz’ human values scale [5]. Values such as “Important
to think new ideas and being creative” or “Important to live in secure and safe
surroundings” are measured on a 6-point ordinal scale, from 1=“Very much like me”
to 6=“Not like me at all”. The data on 40,185 citizens are aggregated into regions and
weighted by population size combined with post-stratification weight.

In a first step, Categorical Principal Component Analysis is applied to the individual
ordinal data, leading to eleven factors, which jointly account for around 72% of the
total inertia. Factorial scores are then aggregated by region, in the form of intervals,
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resulting in a 250 × 11 interval data array [1]. Outlier detection in the multivariate
interval data [4] is then addressed, using the Gaussian parametric modelling for the
intervals’ MidPoints and Log-Ranges proposed in [2]. With the goal of identifying
groups of regions with similar values, a model-based approach to the clustering of
interval data is applied [3]. According to the BIC criterion, a homoscedastic solution
with five clusters is selected. The corresponding profiles bring new insights regarding
the homogeneity-heterogeneity of human values across the regions.

Keywords: European Social Survey, interval data, interval clustering.
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Estimating the location and scale parameters of the Maxwell distribu-
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In this study, we obtain the modified maximum likelihood (MML) estimators of the
location and scale parameters of the Maxwell distribution. See Maxwell [1] and Dey
et al [2] for further information about the Maxwell distribution. See also Tiku [3]
for more detailed information about the MML methodology. Then we compare the
efficiencies of the MML estimators with the corresponding maximum likelihood
(ML), moments and least squares (LS) estimators by using theMonte Carlo simulation
study. In the comparisons, we use the bias and the mean square error (MSE) criteria.
Simulation results showed that the MML estimators have more or less the same
efficiency as the corresponding ML estimators. Moreover, the ML method produces
more accurate estimators. On the other hand, MML estimators are preferred if the
focus is on the computational cost. A real data set is analyzed at the end to illustrate
the implementation of the proposed methodologies.

Keywords:Maxwell distribution, modified maximum likelihood, efficiency.
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A multivariate distribution with continuous margins can be uniquely decomposed
via a copula and its marginal distributions. The problem considered here is to
estimate the copula density function non-parametrically by Lagrange interpolation
at the Padua points. The so-called “Padua points” [2] give a simple, geometric and
explicit construction of bivariate polynomial interpolation in a square. Moreover,
the associated Lebesgue constant has minimal order of growth (log square of the
degree). Fast algorithms have been implemented for bivariate Lagrange interpolation
at the Padua points in a square [1]. When a copula density is approximated by
Lagrange interpolation at the Padua points, the likelihood function can be expressed
in terms of the coefficients of the Chebyshev polynomials. The uniform margins and
symmetry constraints for a copula density are enforced by linear equality constraints
on the interpolation coefficients. The positivity constraints for a density are enforced
by linear inequality constraints. The likelihood subject to the linear equality and
inequality constraints is maximized by an augmented Lagrangian method [3] which
is particularly suitable for the large-scale optimization problem. A data-driven
selection of the regularization parameter — total degree of the polynomial — is
made through information criteria for model selection. Simulation and real data
application show the effectiveness of the proposed approach.
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Estimation of percentile of marginal distribution of order statistic with
real life application
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The distribution of the 𝑘th order statistic from a continuous distribution is well
known when the sample size 𝑛 is known. But many times in practice the sample
size 𝑛 is random while 𝑘 is fixed. Hence it is necessary to compute and use the
marginal distribution of the 𝑘th order statistic. In a real life application in auto
industry it is required to estimate the percentile of the marginal distribution. In
this presentation, we propose some parametric and nonparametric solutions. A
computational algorithm is suggested and its precision is measured using simulation.

The virtues and pitfalls of the visualisation of incomplete categorical
data
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An ongoing investigation into the optimal visualisation of categorical data sets
with missing values will be presented. Visualising incomplete data enables the
recognition of response patterns and evaluation of the effect of the unobserved
information on the interpretable information. Configurations obtained from subset
multiple correspondence analysis (sMCA) are compared to configurations resulting
frommultiple imputation procedures for incomplete simulated categorical data sets.
sMCA preserves the original scaffolding of the data while enabling a focused view of
a subset of variables. The first step in applying sMCA to missing data is to create a
missing value category level for each variable. Once the missing value category level
is allocated, the observed and unobserved information are easily distinguishable.
Non-responses can be evaluated by visual exploration of the missing category levels.
It is anticipated that imputation methods could be more suitable for data sets with a
high fraction of missing values, especially data sets suffering from a large amount of
lost information. To determine the validity of sMCA, generalised Procrustes analysis
and Rubin’s rules (GPAbin) will be used to compare the sMCA biplots with the MCA
biplots of combined multiple imputed data sets. Results from a simulation study will
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be presented to evaluate the configurations from the sMCA and GPAbin methods in
the context of the MCA biplot obtained from the complete data.

Keywords: biplots, incomplete categorical data, subset multiple correspondence
analysis.

Is Arthur Batut’s geometric experiment a convincing argument in favor
of Francis Galton’s generic images?
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In a recent book, Sephen M. Stigler [5] recalls Francis Galton’s construction (1879)
of generic images obtained by superimposing and merging photographic images [4]
and their links to the question of averaging data (a series of photographs, in this
context). It turns out that Galton’s idea was rapidly entertained in France by some
photographers. In particular, Arthur Batut (1822–1911) published a booklet [1] which
shows that he completely mastered the technique in 1887.

I will recall Galton’s proposal and investigate howhis ideawas received near Toulouse
by such an accomplished amateur photographer (see [3]). Note in passing that some
of Arthur Batut’s photographs have been exhibited at the Metropolitan Museum of
Art of New York, at Houston, and at Washington.

I will then present how Arthur Batut [2] devised an experiment to illustrate the
efficiency of composite portraiture for finding a hidden feature. This experiment
can be seen as a simple case of pattern recognition in a geometric background. But
its pretense of objectivity makes it pleasant to revisit.

Keywords: statistics, visualization, composite portraiture.
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Visualization of sparse two-way contingency tables
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The aim of this talk is two-fold. First, we attempt to quantify sparsity in contingency
tables by a 7-number summary based on the minimal size of an equivalent contin-
gency table. We use the invariance property of correspondence analysis (CA) and
taxicab correspondence analysis (TCA) to construct the equivalence class of contin-
gency tables. Second, we argue that a comparison of CA and TCA maps is enriching.

Keywords: sparse contingency table, 7-number summary, visualization.
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Cyclical history theory in data visualization: using a four-quadrant dis-
play to see history repeating itself
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Statistical graphics history is recent, about 250 years old. Much older are cartography,
the musical notation or the Cartesian axes on which graphics are based [1]. The
evolution that has taken place since the first line, bar or pie charts were invented
by William Playfair is remarkable, particularly after the computer advent. The rise
of statistical graphics can’t be dissociated from the historical period they’re in: the
Industrial Revolution, the development of sciences, the 1920’s, the growing role of
literacy or socialization of information that was followed by the obscurantist phase
called “ModernDark Ages” [2]. “The re-birth of data visualization”with the invention
of new exploratory information graphics [3] to handle huge amounts of data was only
possiblewith the increase of computer processing. The availability of big data coming
from the Internet and the Internet of Things (IoT) associated with computation
power has created the need for new techniques for visualizing/understanding data.
One could think that the end of the story was near, but we’re far from it: data
visualization is constantly reinventing itself.
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This paper aims to contribute to the study of theoretical and historical approaches
to data visualization. It proposes a quadrant model of analysis based on two perpen-
dicular axes that translate the lesser or greater complexity of the graphical design
options and the lesser or greater complexity of the concepts represented. These
axes allow us to model four profiles that range from complex graphic design that de-
scribe elaborated concepts (1st quadrant) to simple graphic design that show plain
ideas (3rd quadrant). The position in the quadrant is related to the technology devel-
opment process, meaning the farther from the center the more technology is used.
Data visualization uses a similar framework as 100 years ago: simplicity in graphic
design to describe different ideas. This cyclical process can be described through an
upward spiral shape along the four quadrants pushed towards the periphery due to
technology and computer development.

Keywords: data visualization, information graphics, history milestones.
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Early detection of Parkinson’s disease by considering acoustic features
of plosive consonants
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An approach is proposed for automatic detection of early-stage Parkinson’s Dis-
ease (PD) by using Diadochokinesis (DDK) tests. The method is based on temporal
and spectral features (Mel Frequency Cepstrum Coefficients (MFCCs) and spectral
moments) extracted from the Voice Onset Time (VOT) segments of /ka/ syllables.

An important drawback to test the effectiveness of a detection methodology in an
early-stage scenario is the scarcity of data. Therefore, a voice recording database has
been collected. It is composed of 27 individuals diagnosed with PD and 27 healthy
controls (HCs). The average disease stage is 1.85 ± 0.55 according to the Hoehn and
Yahr (H&Y) scale.

Three different classification experiments on the three plosive segments (/p/, /t/
and /k/) have been performed combining feature selection and Support Vector
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Machine learning. The approach based on /k/ plosive shows the best performance in
comparison to the corresponding versions based on the other two plosives (/p/ and
/t/), achieving an accuracy rate of 92.2% (using 10-fold cross-validation). It is notable
that these results were obtained on a database with a lower average disease stage
than previous articulatory databases presented in the literature [1, 2]. The sensitivity
is estimated as 97.3%. This high sensitivity is especially relevant in primary health
care, because it would allow the physician to identify PD in early stages and refer
the patient to a neurological unit, reducing the cases of undiagnosed PD.

Keywords: acoustic features, classification, Parkinson’s disease.
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Surrogate-based visualization of the influence of geometric design on
the performance of a coronary stent
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Coronary artery disease is one of the most common causes of death in developed
countries and is characterized by the narrowing of coronary arteries caused by
atherosclerosis which may lead to a heart attack. A standard treatment is the de-
ployment of a coronary stent, a medical device that keeps the artery open so that
blood flow can be restored to appropriate levels. Despite its widespread use, the
long-term performance of these devices can be compromised by complications such
as in-stent restenosis and stent thrombosis which are strongly influenced by the
geometric design.

The performance of a stent is determined by several functional attributes such as
the elastic recoil, flexibility, radial strength and fatigue resistance. Other attributes
like vascular trauma, dogboning, longitudinal strength and tissue prolapse have
an impact on the aforementioned post-stenting related adverse events. All these
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characteristics can be computationally investigated through properly set up virtual
tests which capture the actual physical behaviour of stents. Moreover, all mentioned
attributes are dependent on the geometric features of the stent configuration. There-
fore, through computational models, one is able to estimate how changes in stent
geometry influence stent performance and to identify designs with improved clini-
cal performance.

The computational time and cost required to evaluate the physics-based numerical
models is high, compromising the application of methods that demand a high num-
ber of evaluations such as visualization. One approach to reduce the computational
burden is to use surrogate models that emulate the expensive computer simulation,
such as Gaussian process regression models [1]. Once a surrogate model is built,
applications like design space visualization become feasible in a reasonable time
span.

In this work, the Efficient Global Optimization algorithm [2] was employed to obtain
accurate surrogate models of the functional attributes that characterize stent per-
formance. The inputs for these are variables controlling the geometry of the stent
configuration. The surrogate models were used to obtain a multidimensional visual-
ization of the response surfaces allowing us to understand the complex interplay
between the design variables and the stent functional attributes.

Keywords: visualization, Gaussian process modelling, coronary stents.
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In genetic association studies, linear mixed models (LMMs) are used to test for as-
sociations between phenotypes and candidate single nucleotide polymorphisms
(SNPs). These samemodels are also used to estimate heritability, which is central not
only to evolutionary biology but also to the prediction of the response to selection in
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plant and animal breeding, as well as the prediction of disease risk in humans. How-
ever, when one or more of the underlying assumptions are violated, the estimation
of variance components may be compromised and therefore so may the estimates
of heritability and any other functions of these. Considering that datasets obtained
from real life experiments are prone to several sources of contamination, which usu-
ally induce the violation of the assumption of the normality of the errors, a robust
derivative-free restricted-maximum-likelihood framework (DF-REML) together with
a robust coefficient of determination are proposed for the LMM in the context of
genetic association studies of continuous traits. The proposed approach, in addition
to the robust estimation of variance components and robust computation of the
coefficient of determination, allows in particular for the robust estimation of SNP-
based heritability by reducing the bias and increasing the precision of its estimates.
The performance of both classical and robust DF-REML approaches is compared via
a Monte Carlo simulation study and examples of application of the methodologies
to real datasets are given in order to validate the usefulness of the proposed robust
approach.
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Samples taken via complex survey design can lead to sample selection bias and can
distort predictions when applying classifiers on unbiased data. Several methods cor-
rect for the sample selection bias, but their performance remains unclear especially
for machine learning classifiers. We aim to assess which corrections to perform
in which setting and to obtain methods suitable for machine learning techniques,
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especially the random forest. We propose two new resampling-based methods to
resemble the original data and covariance structure: stochastic inverse-probability
oversampling and parametric inverse-probability bagging. We compare all tech-
niques for the random forest and other classifiers, both theoretically and on simu-
lated and real data. Empirical results show that the random forest profits from only
the parametric inverse-probability bagging proposed by us. For other classifiers,
correction is mostly advantageous, and methods perform uniformly. We provide
guidance for choosing correction methods when training classifiers on biased sam-
ples. For random forests, our method outperforms state-of-the-art procedures if
distribution assumptions are roughly fulfilled.

Keywords: selection probabilities, sample selection bias, machine learning.
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The development of depression symptoms 5 years after deployment to Afghanistan
was investigated using data from a longitudinal prospective cohort study with Dutch
veterans. The questionnaire that was used to administer depression symptoms at
the 5 years measurement contained a subset of the items used in the first five time
points that took place 1 month before, 1 month, 6 months, 1 year, and 2 years af-
ter deployment. In order to make meaningful inferences on the development of
the latent variable depression over time, we need to make sure that the construct
measurements represent the same trait at all six measurement occasions (i.e. the
assumption of measurement invariance (MI) must be met). The depression scale
shows MI across time points when veterans with a changed level of depression at
two time points have the same expected raw-score on the items of the questionnaire.
Equivalently, if veterans with an unchanged level of depression have different ex-
pected raw-scores for one or more items of the questionnaire, the MI assumption is
not met. With the lack of MI, the observed differences in mean scores can be either
due to the change in depression or due to a different relation between the under-
lying constructs and the observed item scores. After measurement invariance is
established, the development of depression symptoms over time can be investigated.

In the current study, MI was investigated using Bayesian SEM with small informative
priors on the item cross loadings. The detected non-invariant factor loadings and
thresholds were freely estimated in the next step while generating plausible values
(PVs) for the latent variables. In the final step, a polynomial curve was estimated to
model the development of depression symptoms.
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Non-invariance was detected in several item factor loadings as well as thresholds.
There were two items showing MI over all measurement occasions. Scale scores
where estimated while freeing the non-invariant parameters using PV technology.
The result from the growth curve model showed a significant positive quadratic
trend in depression scores over time. Five years after deployment, Dutch veterans
showed an increase in self-reported depression symptoms.

Keywords:measurement invariance, plausible values, questionnaire data.
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aISR and Department of Bioengineering, Instituto Superior Técnico, Universidade de Lisboa, Portugal;
bDepartment of Radiology, A.A. Martinos Center for Biomedical Imaging, MGH and Harvard Medical
School,MA, United States; cINESC-ID andDepartment of Electrical and Computer Engineering, Instituto
Superior Técnico, Universidade de Lisboa, Portugal

Poster Session, Location: North Tower, first floor Thursday 13th, 17:20–18:40

The last years have seen an increasing interest in the study of the brain’s intrinsic
functional connectivity, based on measurements performed during resting-state by
functional magnetic resonance imaging (rs-fMRI). These connections are inferred
from time synchronous fluctuations in signal across brain that are caused not only
by neuronal activity but also by non-neuronal mechanisms, usually referred to as
physiological noise. To date several strategies have been proposed to model and
remove physiological noise from rs-fMRI data, particularly at high-field (7 Tesla),
including contributions from respiratory volume rate (RV) and heart rate (HR) signal
fluctuations. Recent studies suggest that these contributions are highly variable
across subjects/brain and that physiological noise correction may thus benefit from
more specific levels of optimization.

In this work, we propose a spatiotemporal clustering approach for the optimization
of RV/HR models. This method is based on the 𝑘-means algorithm. Different values
of 𝑘were tested (2, 3, 4, 5, 6), the squared Euclidean distance was used as the distance
metric and local minima were minimized by performing 10 replicates using different
initial cluster centroid positions chosen at random. We systematically investigate
the impact of the degree of spatial specificity, including the newly proposed cluster
method, in the optimization of RV and HR models.

Voxelwise models explained more signal variance than less spatially specific models,
as expected. However, the accuracy of functional connectivity strength measure-
ments improved with the model spatial specificity up to a maximum at the cluster
level, and subsequently decreased at the voxel level, suggesting that the latter incurs
in over-fitting to local fluctuations with no physiological meaning. In conclusion,
our results indicate that 7 Tesla rs-fMRI connectivity measurements improve if a
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cluster-based physiological noise correction approach is employed in order to take
into account the individual spatial variability in the time-lags of HR and RV contri-
butions.

Keywords: clustering, fMRI, modeling.
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Information visualization (Infovis) has become a privileged medium of mass visual
communication [1]. The multidisciplinary nature of information visualization is
today fairly consensual in both professional and academic communities. It is orga-
nized around four articulated areas — information design, data visualization, visual
analytics, and data journalism — that operate within the information visualization
domain. Infovis is increasingly becoming an independent research field with a spe-
cific research agenda [2], seeking to provide people with better and more effective
ways to understand and analyse datasets.

This multidisciplinary approach and the profuse discussions about the teaching
methods for InformationVisualization are the foundation of a postgraduate program,
which brings together two universities and three schools (in the areas of Social
Studies, Design and Technologies).

This poster aims to contribute to a much needed and current debate on Information
Visualization, considering four main areas. It also contributes to an innovative
quadrant display, since it summons and discusses the multiple viewpoints of the
four areas as well as the bridges between them. The connections between the four
main areas are visually represented through a metaphor referring to the children’s
game “the cootie catcher”. Each time a triangle is opened, an area’s perspective
is revealed, as is its interaction with the others. These interactions or bilateral
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synergies enable deeper reflections on which contents should be present for the
different curricular units.

It is concluded that, even if there are specificities in each area, a common language
may be adopted and synergies may be generated. The debate on the matter will
continue and new challenges will certainly arise upon the implementation of the
postgraduate program.

Keywords: information visualization, data journalism, visual analytics.
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The electroencephalogram (EEG) is a non-invasive tool commonly used for the in-
vestigation of the human brain function. With the advent of high-density EEG arrays
and studies of large populations, conventional supervised methods for artifact rejec-
tion have become excessively time consuming. Here, we propose a novel automatic
pipeline for the pre-processing of EEG data (App) based on state-of-the-art guide-
lines and robust statistics. App consists of: 1) high-pass filtering; 2) power-line noise
removal; 3) re-referencing to a robust estimate of the mean of all channels; 4) re-
moval and interpolation of bad channels; 5) removal of bad epochs; 6) independent
component analysis (ICA) to remove eye-movement, muscular and bad-channel
related artifacts; 7) removal of epoch artifacts. App was tested on event-related
potential (ERP) data from both healthy and schizophrenia patients performing a
visual task and eyes-closed resting-state (RS) data from healthy participants. The
results were compared with the ones obtained using previously reported automatic
methods (FASTER, TAPEEG and PREP) as well as supervised artifact detection. In
general, App rejected a similar number of bad channels relative to the supervised
method and fewer than the alternative automatic methods. In the ERP study, the
proposed pipeline produced significantly higher amplitudes than FASTER, while no
difference was found relative to the supervised scheme. In the RS study, the power
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across different frequency bands obtained using App were found to correlate with
TAPEEG, PREP and the supervised scheme. In conclusion, App effectively removed
EEG artifacts, performing similarly to the supervised scheme and outperforming
existing automatic alternatives.

Adaptive learning and learning science in a first course in university sta-
tistics

D.M. Garvis

Washington and Lee University, Lexington, Virginia, USA

Poster Session, Location: North Tower, first floor Thursday 13th, 17:20–18:40

Adaptive learning courseware originally developed in the Online Learning Initiative
(OLI) at Carnegie Mellon University has been used in several disciplines in many U.S.
colleges and universities. Original development of OLI courseware for instruction
in a first course in Statistics included experienced course instructors as well as
web designers and managers, software engineers, and learning science researchers.
Accordingly, findings from learning science research were directly incorporated
into the adaptive learning materials used for OLI-Statistics instruction.

Subsequently, OLI-Statistics has been used in first courses in Statistics using pure
online, hybrid, blended, and supplemental models. Empirical research is consistent
in showing that student outcomes in OLI-Statistics courses are comparable or better
than in courses when the courseware is not used. In the most rigorous empirical
research in this stream of work, double-blind, randomized experiments found that
there was no significant difference between student assessment outcomes for US
undergraduate public university students using the OLI courseware materials and
traditional lecture pedagogies.

In this paper, data from a sample of undergraduate students in a small, selective pri-
vate university in rural Virginia, USA is used to compare assessed outcomes in a first
course in Statistics. Specifically, since 2014, versions of OLI-Statistics have been used
for undergraduates taking an Applied Statistics course required for accounting, busi-
ness, economics and politics majors. Assessment scores using the Comprehensive
Assessment of Outcomes in a First Statistics course (CAOS Assessment) in courses
taught using OLI-Statistics are compared to assessment outcomes for students na-
tionwide. In addition, pedagogical advantages and teaching trade-offs from using
the OLI-Statistics courseware, now also hosted by Stanford EdX, will be discussed.

Keywords: statistics, adaptive learning.
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A novel technique of symbolic time series representation aimed at time
series clustering

J. Korzeniewski

University of Lodz
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The article proposes a novel technique which may be useful in time series data
analysis. The technique is basically a part of symbolic time series analysis which
has become very popular in recent years and which can be very successful in spite
of the weakening of the measurement scale. When the time series is represented
by a much smaller number of symbols in comparison with the original number
of observations, it becomes reasonable to investigate the correlation among the
symbols across all series. We try to identify more important symbols or segments
of the time series which can significantly improve the starting point for different
challenges connected with time series clustering. The main idea of the technique is
to analyse the correlation coefficient between the distances (which can be found for
any measurement scale) between objects measured on different sets of attributes.
In such a setup, the attributes comprise the time series segments described in terms
of symbols. We investigate the efficiency of the new technique in connection with
other methods aimed at efficient time series representation such as PAA based
methods. The technique is evaluated on synthetic data sets as well as stock exchange
time series data. The results are promising.

Keywords: time series, clustering, correlation.
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Introducing formative assessment in probability and statistics course –
analysis of the first data
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Probability and Statistics is a course in Mathematics offered every semester to
about 1,500 STEM students of the Instituto Superior Técnico of Lisbon from the
Departments of Science and Engineering. This course has had one of the smallest
IST approval rates and, at the same time, one of the largest dropout rates for several
consecutive years. Facing the challenge to transform the reality of this course, the
Department of Mathematics jointly with the Pedagogical Council proposed a new
approach: combining two different types of assessment, summative and formative.

Until the first semester of 2016/2017, only the summative assessment had been
used, in the form of two tests (midterm and final) and one exam. In this type of
assessment, teachers can only verify the students’ difficulties after the teaching and
learning process had occurred [1]. In the first semester of 2016/2017, the formative
assessment was also introduced using Online Electronic Quizzes with Random Pa-
rameters [2]. Throughout the semester, six non compulsory quizzes were introduced
aiming to identify specific topics that the students were struggling with. This type
of assessment promotes the alignment of the learning and teaching strategies used
both by the students and teachers during the course.

By implementing the quizzes through the IST Learning Management System, we
captured in only one semester 1,078 footprints of the students from 18 different
degrees through the raw collected data. Based on the first results of this pedagogical
strategy and conducting different types of statistical analysis on this data, our aim is
to present our findings together with interesting insights and conclusions, providing
academic coordinators the necessary support for making future decisions [3].

Keywords: online electronic quizzes, STEM education, data mining.
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Selection and clustering of correlated variables

M.A.T. Figueiredo
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In high-dimensional linear regression (and other supervised learning) problems,
highly correlated variables/covariates create a challenge to variable selection pro-
cedures. In those scenarios, standard sparsity-inducing regularization (namely ℓ1
regularization, also known as LASSO–least absolute shrinkage and selection operator)
may be inadequate, as it leads to the selection of arbitrary convex combinations of
those variables, maybe even of an arbitrary subset thereof. However, particularly in
scientific contexts, it is often important to explicitly identify all the relevant covari-
ates, as well as explicitly identify groups/clusters thereof. This talk addresses the
recently introduced ordered weighted ℓ1 (OWL) regularizer, which has been proposed
for this purpose. We review several optimization aspects concerning this regularizer,
namely computational methods to efficiently solve the corresponding regularized
regression problems. In the analysis front, we give sufficient conditions for exact
feature clustering (under squared error, absolute error, and logistic losses) and char-
acterize its statistical performance.

Keywords: linear regression, logistic regression, variable selection, variable cluster-
ing.

Detecting anomalous data cells

P.J. Rousseeuwa, W. Van den Bosschea
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A multivariate dataset consists of 𝑛 cases in 𝑑 dimensions, and is often stored in an
𝑛 by 𝑑 data matrix. It is well known that real data may contain outliers. Depending
on the situation, outliers may be (a) undesirable errors which can adversely affect
the data analysis, or (b) valuable nuggets of unexpected information. In statistics
and data science, the word outlier usually refers to a row of the data matrix, and
the methods to detect such outliers only work when at least half the rows are clean,
see e.g. [3]. But often many rows have a few contaminated cell values, especially in
high-dimensional data, which implies few rows are entirely clean [2].

Such contaminated cells may not be visible by looking at each variable (column)
separately. We propose the first method to detect deviating data cells in a multi-
variate sample which takes the correlations between the variables into account. It
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has no restriction on the number of clean rows, and can deal with high dimensions.
Other advantages are that it provides predicted values of the outlying cells, while
imputing missing values at the same time.

The results are visualized by cell maps in which the colors indicate which cells are
suspect and whether their values are higher or lower than predicted. The software
allows to block cells, to zoom in on a part of the data, and to adjust the contrast.

We illustrate the method on several real data sets, where it uncovers more structure
than found by purely columnwisemethods or purely rowwisemethods. The proposed
method can help to diagnose why a certain row is outlying, e.g. in process control.
It may also serve as an initial step for estimating multivariate location and scatter
matrices, as in [1].

Keywords: algorithms, data science, outliers.
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Performance of marketing attribution models
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Attribution models allocate credit to marketing channels for cross-channel mar-
keting campaigns. We present a process for evaluating the efficacy of attribution
models using simulation. The proposed simulations generate user-level activity
streams using a non-stationary Markov model. The transition matrix in this model
is modified by the appearance of advertising impressions, which are injected into
the activity stream with a specified probability. By increasing or decreasing this
probability of an ad impression, it is possible to run virtual experiments to mea-
sure ad effectiveness. The results of these experiments are used to evaluate a set of
commonly used attribution models.
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The role of visualization in data science
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Never before in history has data been generated and collected at such high volumes
as it is today. Data Science tries to generate insights into the data but for this to
be effective, it needs to include the human in the data exploration process and
combine the flexibility, creativity, and general knowledge of the human with the
enormous storage capacity and the computational power of today’s computers.
Visualizations may help in all phases of the data science process: Presenting data
in an interactive, graphical form helps to get an initial understanding of the data
and to form hypotheses about the data, but it may also significantly contribute
to the actual knowledge discovery by guiding the analysis using visual feedback.
Visual data exploration often complements the statistical analysis since it helps to
identify properties that are hard to detect by statistical methods and it encourages
the formation and validation of new hypotheses for better problem-solving and
gaining deeper domain knowledge.

In putting visualization to work in data science, it is not obvious what can be done
by automated statistical analyses and what should be done by interactive visual
methods. In dealing with massive data, the use of automated methods is mandatory
— and for some problems it may be sufficient to only use fully automated analysis
methods — but there is also a wide range of problems where the use of interactive
visual methods is crucial. Examples from a number of application areas illustrate
the benefits of visualization methods in data science.

Keywords: data visualization, visual analytics.
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